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Abstract 

Although the limitations of null hypothesis significance testing (NHST) are well documented in the 

psychology literature, the accuracy paradox, which concisely states an important limitation of 

published research, is never mentioned. The accuracy paradox appears when a test with higher 

accuracy does a poorer job of correctly classifying a particular outcome than a test with lower 

accuracy, which suggests that a reliance on accuracy as a metric for a test’s usefulness is not always 

the best metric. Since accuracy is a function of type I and II error rates, it can be misleading to 

interpret a study’s results as accurate simply because these errors are minimized. Once a decision has 

been made regarding statistical significance, type I and II error rates are not directly informative to the 

reader. Instead, false discovery and false omission rates are more informative when evaluating the 

results of a study. Given the prevalence of publication bias and small effect sizes in the literature, the 

possibility of a false discovery is especially important to consider. When false discovery rates are 

estimated, it is easy to understand why many studies in psychology cannot be replicated.  
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1. Introduction 

1.1 Understanding the Limitations of NHST 

The goal of this paper is not to rehash the limitations associated with null hypothesis significance 

testing (NHST). The limitations of NHST are well known across diverse fields such as psychology 

(Cohen, 1990, 1994; Schmidt, 1996), education (Robinson & Levin, 1997; Thompson, 1996), and 

medicine (Ioannidis, 2008). Instead, the goal of this paper is to use the accuracy paradox to 

demonstrate why false discoveries, not false negatives, should be considered when evaluating 
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published research, especially if a claim of statistical significance has been made. Specifically, the 

accuracy paradox reveals that it can be misleading to interpret a study’s results as accurate simply 

because type I and II errors have been minimized.  

Studies that use null hypothesis significance testing (NHST) rely on p-values, allowing the researcher 

to determine if their results are statistically significant. In essence, whenever p-values are reported, a 

classification system is being used. Since this classification system, statistically significant or not, 

remains popular with quantitative studies in psychology (Counsell & Harlow, 2017), it is crucial to 

understand its limitations. One limitation, highlighted by the accuracy paradox, is that a test’s accuracy 

is not always relevant after the data have been classified as statistically significant or not. Small 

p-values imply that a study’s results are accurate, but and understanding of the accuracy paradox will 

reveal that this is not always the case. The accuracy paradox reveals that factors important before 

classification, such as limiting type I and type II errors, are less important than factors, specifically 

false discoveries and false omissions, after classification. As such, understanding the accuracy paradox, 

along with false discovery and false omission rates, is vital to understanding published quantitative 

research. Given the prevalence of publication bias and small effect sizes in the psychology literature, 

the possibility of a false discovery is especially important to consider. 

1.2 The Accuracy Paradox 

A key limitation of NHST can be easily understood by examining the so-called accuracy paradox. The 

accuracy paradox, a term well known in the field of machine learning, states that high accuracy is not 

necessarily an indicator of high classifier performance (Valverde-Albacete & Peláez-Moreno, 2014; 

Afonja, 2017). As such, a test or model with higher accuracy does not always do a better job of 

correctly classifying a particular outcome than a test or model with lower accuracy. Since NHST is 

essentially a classification system where results are classified as statistically significant or not, this 

means a test’s accuracy is not always informative after the data have been classified as statistically 

significant or not. This suggests that a reliance on accuracy as a metric for a test’s usefulness is not 

always the best metric. Instead, false discoveries and false omissions should be considered. 

Since a test’s accuracy is a function of the number of false positives (type I error rate) and false 

negatives (type II error rate), it can be misleading to interpret a study’s results as accurate simply 

because these errors are minimized. The implication is that the wrong information, such as an 

overreliance on small p-values, may be used as the most important criterion when evaluating empirical 

studies if the reader does not understand the difference between a false positive and a false discovery. 

If you are a counselor or a psychologist, chances are you have never heard of the accuracy paradox 

since the term originates from the field of machine learning. There is no mention of the accuracy 

paradox in the literature, no statistics textbooks in the social sciences reference the term, and an 

informal survey of 32 counselors and psychologists with a Ph.D. stated that they were not familiar with 

the paradox. This is not unexpected since the so-called paradox is more readily seen when the data 

collected can easily be classified as a correct or incorrect decision, which is more common in fields 
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such as medicine and machine learning. For example, the results of a pregnancy test are easily 

classified as either correct or incorrect given time or additional tests. Data collected in the social 

sciences, on the other hand, are usually analyzed at the group-level rather than the individual-level, and 

the results of these studies are usually expressed as probabilities (p-values) rather than certainties. As 

such, false discovery rates are not as readily available. 

1.3 False Positives and False Discoveries 

When NHST is used, a false positive or type I error is a classification error that occurs when the null 

hypothesis is incorrectly rejected. In other words, the data are classified as statistically significant but 

no effect exists. In contrast, a false discovery occurs when an outcome that has been classified as 

statistically significant does not exist, and can only occur after the data have been classified as 

statistically significant, which is the classification most readers encounter when reviewing the 

literature.  

When NHST is used, a false negative or type II error is a classification error that occurs when the null 

hypothesis is incorrectly retained. In other words, the data are classified as not statistically significant 

but an effect exists. In contrast, a false omission occurs when an outcome that has not been classified as 

statistically significant does exist, and can only occur after the data have been classified as not being 

statistically significant. Thus, a false omission occurs when an outcome that has been determined not to 

be statistically significant does exist.  

Although the differences between false positives and false discoveries, along with false negatives and 

false omissions, are subtle and often difficult to discern, the differences are critical. Unfortunately, no 

mention of the accuracy paradox and its relevance to false discoveries and false omissions is discussed 

in the psychology literature. As such the goal of this paper is to emphasize the importance of these two 

errors, especially false discoveries, when evaluating published findings from an empirical study by 

demonstrating that a test’s accuracy is not always relevant after the data have been classified. 

1.4 The Relevance of False Discoveries 

Two factors, publication bias and small effect sizes, make false discoveries of particular interest when 

considering statistically significant results. According to Dickersin (1990) Publication bias occurs when 

decisions to submit or publish research is based on the direction or strength of a study’s results. In other 

words, research that reports results that are statistically significant are more likely to be published or 

submitted, especially if the study is original. In a study conducted by Kühberger, Fritz, and Scherndl 

(2014), 1,000 psychological articles from all areas of psychological research were examined. The 

authors concluded the negative correlation between effect size and sample size and the biased 

distribution of p-values were “indicate pervasive publication bias in the entire field of psychology.” The 

second element of publication bias arises due to a reluctance to report findings from replicated studies. 

A study conducted by Martin and Clarke (2017) found that only 3% (33/1151) of the journals explicitly 

stated that they accepted replicated studies. However, 33% (380/1151) 33% emphasized the need for 

original studies. This means that studies that do not support an original study’s results are not likely to 
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get published, and authors know this (Rosenthal, 1979; Franco et al., 2014).  

In addition to publication bias, small effect sizes make false discoveries more interesting than false 

omissions since small effect sizes are more likely to lead to false discoveries than false omissions. 

Although effect sizes can be difficult to objectively quantify as small, medium or large, a study 

conducted by Shafer and Schwartz (2019) reviewed over 900 psychology articles and found median 

effects sizes for studies that preregistered and non-preregistered to be to be r = 0.16 and r = 0.36 

respectively. This means 13% of the variance was accounted for in the studies that did not preregister 

and only 2.6% of the variance was accounted for in the preregistered studies. Two independent studies, 

one that reviewed the social psychology literature (Richard et al., 2003) and one that reviewed the 

personality literature (Fraley & Marks, 2007), both found an average effect size of only r = .21 or r2 

= .044. Whether the effect size is determined to small or large, most of the variance is unaccounted for 

in the psychological literature.  

Not all journals accept p-value reporting from HNST. According to Trafimow and Marks (2015), the 

journal of Basic and Applied Social Psychology banned the use of p-values and null hypothesis 

significance testing, and many prominent researchers have recommended the removal of statistical 

significance (Amrhein & Greenland, 2018; Wasserstein, Schirm, & Lazar, 2019). However, most 

journals still report empirical results that rely on p-values. In a review of the literature conducted by 

Bakker and Wicherts (2011), the majority of empirical articles in psychology report statistical results 

that are the outcome of NHST, which ultimately report p-values. Unfortunately, studies reporting small 

p-values, typically less than .05, are more likely to be published than studies reporting p-values greater 

than .05. Small p-values suggest that a study’s results are accurate, but this is not always the case which 

can be seen when the accuracy paradox is considered. 

1.5 Estimating False Discoveries 

Consider the following medical analogy where a physician informs you that you have tested positive 

for a disease. Do you actually need to know the probability of making a type I error/false positive of the 

test or the probability of making a type II error/false negative? Probably not. How about the accuracy 

(the overall probability that the test provided a correct diagnosis) of the test? You may think you do, but 

the accuracy of the test won’t provide the information you want either. Given that you have tested 

positive, you want to know the probability that you actually have the disease. In other words, you want 

to know how often the test provides a positive result when you don’t actually have the disease, which is 

its false discovery rate (Trevethan, 2017). Conversely, if you tested negative, you want to know the 

probability that you actually don’t have the disease. To understand why false discovery rates, not false 

positive rates, provide the information you need, consider the following example.  

Consider the confusion matrix in Table 1 inspired by a paper published in the journal Psychological 

Science in the Public Interest (Gigerenzer et al., 2007) which displays the hypothetical results of a test 

administered to 1,000 people. The data are consistent with a false positive rate of 5%, a false negative 

rate of 20%, and a prevalence rate of 1%, which are analogous to a study with an alpha = .05, power 
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= .8, and an effect size of .01. The overall accuracy of the test based on these data is 948/1000 or 94.8%. 

Although the test provides the correct classification 94.8% of the time, the accuracy of the test is 

misleading for someone classified as having the disease. Given someone has been classified as having 

the disease, the probability that the person actually has the disease is only 8/58 or 14%, which makes 

the false discovery rate 50/58 or 86%. Despite the high accuracy, the false discovery rate is also very 

high due to the low prevalence/effect size, which reveals the accuracy paradox and illustrates the 

importance of considering the possibility of a false discovery once a statistically significant 

classification has been made. Given that you have tested positive, you want to know the probability that 

you actually have the disease. In other words, you want to know how often the test provides a positive 

result when you don’t actually have the disease, which is its false discovery rate (Trevethan, 2017).  

 

Table 1. Confusion Matrix Displaying Disease State as a Function of Test Classification with 

Small Effect Size and High Power 

 Disease State   

Classification Disease Present Disease Absent Overall 

Positive 8 True Positives 50 False Positives 50 

Negative 2 False Negatives 940 True Negatives 940 

Overall 10 990 1000 

 

Admittedly, the prevalence/effect size (.01) in Table 1 is smaller than the typical effect size of r2=.044 

in psychology, but the sensitivity/power (8.0), is much greater than typically reported in the psychology 

literature. According to (Sedlmeier & Gigerenzer, 1989), the average power of a psychological study to 

detect a medium effect (r = .3 or r2 = .09) is only .5. Using these parameters (effect size = .09 and 

power = .5), the data in Table 2 reveal an overall accuracy of 91% ((45 + 865)/1000)) but a false 

discovery rate of 50% (45/90). Again, the overall accuracy of the test is high, but the false discovery 

rate, although lower than in Table 1, is also high despite the effect size and power parameters being 

larger than typically found in the literature. 

 

Table 2. Confusion Matrix Displaying Disease State as a Function of Test Classification with 

Average Effect Size and Power 

 Disease State   

Classification Disease Present Disease Absent Overall 

Positive 45 True Positives 45 False Positives 90 

Negative 45 False Negatives 865 True Negatives 910 

Overall 90 910 1000 
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Consider Table 3, which illustrates the results of a test with high power (.80) and a large effect size 

(.25). In this example, which is rare in the psychological research, accuracy is again high at 91.2% 

((200 + 712/1000)), and the false discovery rate of 16% (38/238) is much smaller than seen in Tables 1 

and 2. However, despite having parameters that exceed those typically found in the psychological 

literature, the false discovery rate is over three times larger than the false positive rate of 5%, 

highlighting the importance of considering false discoveries when evaluating published research with 

statistically significant findings.  

 

Table 3. Confusion Matrix Displaying Disease State as a Function of Test Classification with 

Large Effect Size and High Power 

 Disease State   

Classification Disease Present Disease Absent Overall 

Positive 200 True Positives 38 False Positives 238 

Negative 50 False Negatives 712 True Negatives 762 

Overall 250 750 1000 

 

1.6 Limitations 

The data reported in Tables 1-3 reflect a hypothetical test’s sensitivity, specificity, and disease 

prevalence when 1,000 individuals are classified. In this situation, these terms are analogous to power, 

confidence level, and effect size, respectively, but they cannot be interpreted as directly equivalent. As 

such, the data in Tables 1-3 can only be used to estimate the probability of the false discovery rate 

when NHST results are reported. Additionally, not all studies report both measures of effect size and 

power. If these factors are not reported, false discovery rates cannot be estimated for a specific study. 

Furthermore, the use of effect sizes can only be used if the effect is expressed a proportion of variance 

accounted for, which excludes popular measures such as Cohen’s d and Hedge’s g. 

 

2. Conclusion 

It can be misleading to interpret a study’s results as accurate simply because type I and type II errors 

are minimized. Once a decision has been made regarding statistical significance, false discovery and 

false omission rates are more informative when evaluating the results of a study. Given the prevalence 

of publication bias and small effect sizes in the literature, the possibility of a false discovery is 

especially relevant. When estimated using effect sizes and power levels commonly found, the false 

discovery rate for a typical psychological study is 50%. Therefore, when evaluating a study that has 

reported statistically significant findings, the possibility a false discovery should be considered, which 

can be estimated if power and effect sizes are reported. 
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