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Abstract

Intercalation melt-blown nonwovens are made by intercalation process by inserting fibers such as

polyester staple fiber into melt-blown nonwovens. They have many excellent properties. However, the

preparation process is complicated and the parameters are many, so the control study of the process

parameters will help to provide a certain theoretical basis for the establishment of the product property

control mechanism.

In this paper, based on data analysis and descriptive statistics, Spearman correlation coefficient, BP

neural network, typical correlation analysis, multiple nonlinear regression, genetic algorithm, multiple

linear regression, NSGA-II multi-objective optimization model and other algorithms and models are

used to solve the performance control problems of interlayer melt-blown nonwovens.

Firstly, the data of structural variables and product performance parameters before and after

intercalation were compared by mapping. It was found that the thickness and porosity increased after

intercalation, some groups of compression resilience increased, and some groups became smaller, and

the overall trend was larger. In addition to the thickness parameter, other parameters became better

after intercalation. Finally, the intercalation rate and parameter change rate were analyzed based on

Spearman correlation analysis, and it was found that intercalation rate had no effect on the changes of

the above 6 parameters.

The BP neural network model between process parameters and structural variables is established. The

error of the model is only 0.03, and the goodness of fit is 0.99. Thus, the relationship between process

parameters and structural variables is obtained. Using the neural network model, 8 process

parameters were substituted to obtain the predicted structural variable data.

Canonical correlation analysis was used to study the relationship between structural variables and

product performance, and two pairs of canonical correlation variables were found to be significantly

correlated. It was recognized that the greater the thickness, the smaller the filtration resistance and the
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lower the filtration efficiency. Then, the relationship between structural variables and product

performance was studied based on Spearman correlation analysis, and then the relationship between

process parameters and filtration efficiency was studied based on multiple nonlinear regression. It is

found that there is a cubic polynomial nonlinear relationship between filtration efficiency and process

parameters, and a regression model is obtained. The model has good significance and high fitting

degree. Finally, the regression function is taken as the objective function, and the filtering efficiency is

optimized based on genetic algorithm.

Multiple linear regression model was established, and the linear regression model of thickness and

receiving distance and hot air speed, compression resilience and receiving distance and hot air speed,

filtration efficiency and receiving distance, hot air speed, thickness, compression resilience, filtration

resistance and receiving distance, hot air speed, thickness, compression resilience was obtained. Then,

the regression model of filtration efficiency and filtration resistance was taken as the objective function,

and multi-objective optimization based on NSGA-II model was carried out. The known information was

taken as the constraint condition, and the optimal process parameters were obtained to meet the

requirement of making filtration efficiency as high as possible and filtration resistance as small as

possible.
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Spearman correlation coefficient, BP neural network, Canonical correlation analysis, Multiple
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1. Problem Restatement

1.1 Question Background

Melt-blown nonwoven material is a good air filtration material with small fiber diameter, large specific

surface area and high porosity. Its characteristics of good filtration effect, light weight, environmental

protection and moderate price represent the main development direction of filter materials in the future.

However, due to the melt-blown nonwovens fiber is very fine, resulting in its performance is often not

guaranteed because of poor compression resilience in the process of use. The fiber such as polyester

staple fiber and the traditional polypropylene melt-blown nonwoven fiber through intercalation

composite, the PET fiber stiffness, good elasticity and other unique advantages into the traditional

melt-blown filter material, can be obtained high porosity, fluffy structure, anti-compressibility and high

elastic recovery performance of new air filter material. There are many parameters in the preparation

process of melt-blown nonwoven materials, and there are interaction effects between the parameters,

and it is more complicated after interlacing airflow. Therefore, the control study of the above

parameters will help to provide a certain theoretical basis for the establishment of product performance

control mechanism.

Second, model hypothesis
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(1) Assume that all model prediction results do not consider the impact of sudden human

intervention factors;

(2) Assume that the device operates normally.

(3) Assume that there are no other influencing factors other than the parameters set.

3. Symbol description

Four, technical route

Data analysis and preprocessing
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In order to make better use of the given data, the established model can better analyze the performance

control of intercalation melt-blown nonwovens. Firstly, some descriptive statistics and analysis of the

data are carried out, and the data is preprocessed by the corresponding mathematical methods, which

will be helpful to the establishment and solution of the model.

The data were 25 groups of controlled experiments, including the data of unintercalated materials

(common meltblown materials) and intercalated meltblown materials during the experiment, including

process parameters (receiving distance and hot air velocity), structural variables (thickness, porosity,

compression resilience), product properties (filtration resistance, filtration efficiency, permeability) and

intercalation rate. In addition, the data also included material structure variable data and product

performance data of different process parameter combinations under the condition of fixed intercalation

rate. Each combination experiment was repeated three times, and a total of 75 experiments were

performed.

1.2 Data Integrity Analysis

In this model, the data integrity of each variable is counted and expressed by the data integrity rate, that

is, the data integrity of the i variable. The invalid data include missing data, unreasonable data, etc.

(1)

As can be seen from this definition, the larger the value, the higher the data integrity and authenticity of

variable i, and the stronger the researchability. Ci For the data integrity of the indicators given in the

statistical attachment, part of the statistical results are shown in Table 1.

Table 1. Shows the Statistical Results of the Integrity Rate of Some Indicators

Parameter data integrity rate = Ci 100%. Therefore, these data should be made full use of when

conducting problem analysis.

1.3 Data Processing

1.3.1 Analysis of "Redundant Variables"

Since the given data are all necessary data, therefore, there is no "redundant variable".

1.3.2 Data Outliers Processing

Through careful observation, it is found that the data is reasonable and there are no missing values, so

there is no need for outlier processing.

1.4 Descriptive Statistics of the Data
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First, data1 and data2 are combined for statistical analysis. The statistical results before intercalation

are shown in Table 2, and the statistical results after intercalation are shown in Table 3. The statistical

analysis results of data3 data are shown in Table 4.

Table 2. Statistical Results of Data before Intercalation

Table 3. Statistical Results of Data after Intercalation

Table 4. Data3 Statistical Results
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2. Model Building and Solving

2.1 Research on the Variation of Structural Variables and Product Performance before and after

Intercalation

2.1.1 Descriptive Statistics

The change curves of six parameters of structural variables and product performance before and after

intercalation are made, as shown in Figure 1.
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Figure 1. Curves of Structural Variables and Product Performance Parameters before and after

Intercalation

It can be seen from the Figure that compared with before intercalation, for structural variables, the

thickness and porosity increase after intercalation, and the compressive resilience increase in some
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groups and decrease in some groups, showing a trend of increasing overall. For product performance,

filtration resistance is reduced after intercalation, and filtration efficiency and air permeability are

increased. In practice, we want the product to have a smaller thickness, greater porosity, higher

compressive resilience, less filtration resistance, higher filtration efficiency and higher permeability, so

all parameters except thickness parameters become better after intercalation.

2.1.2 Correlation Analysis

Next, analyze whether the parameters before and after intercalation are correlated, and further analyze

the change law of structural variables and product performance after intercalation. Pearson Person

correlation coefficient or Spearman Spearman correlation coefficient are commonly used as correlation

coefficients. Pearson correlation coefficient requires data to be continuous, normally distributed and

linear, while Spearman correlation coefficient has a wider range of applicable conditions. First of all,

the normal distribution test of the data is carried out. There are many normal distribution test methods,

such as Jacques- Bella test, Shapiro-Wilk Shapiro wilk test, Q-Q graph, etc. This normal distribution

test uses Q-Q graph test.

In MATLAB, a total of 12 columns of parameter data were plotted and it was found that the points on

the Q-Q diagram of some parameters were not distributed near a straight line, as shown in Figure 6.2,

so Pearson correlation coefficient could not be used for correlation analysis, so Spielman correlation

coefficient with stronger adaptability was used for solving and analyzing.

Figure 2. Q-Q Diagram of Each Parameter Data

The correlation coefficient and P value of parameters before and after intercalation were obtained by

MATLAB, as shown in Table 5.

Table 5. Correlation of Parameters before and after Intercalation
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It can be seen that the data of the other five parameters before and after intercalation have significant

positive correlation, and the correlation coefficient is above 0.6. Among them, the correlation

coefficient of filtration resistance before and after intercalation, filtration efficiency before and after

intercalation, and air permeability before and after intercalation is above 0.9, showing a strong linear

positive correlation. In other words, the thickness, porosity, filtration resistance, filtration efficiency

and air permeability after intercalation increase with the increase of the data before and after

intercalation.

2.2 Correlation Analysis between Intercalation Rate and Parameter Change Rate

The values of structural variables and product properties before intercalation are defined as x1, after

intercalation as x2, and the rate of change is, so that the following relationship can be satisfied

Correlation analysis was conducted between intercalation rate and change rate of each parameter, and

Q-Q chart test was also conducted first, as shown in Figure 3. It can be seen that some parameter data

do not meet the normal distribution, so Spearman correlation coefficient is also used for correlation

analysis.

Figure 3. Q-Q Chart of Change Rate and Intercalation Rate of Each Parameter
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The correlation coefficient and P value between the rate of change of each parameter and the

intercalation rate were obtained by MATLAB, as shown in the table. For the table of phase relations,

the darker the color, the stronger the correlation, in which red represents the positive correlation and

blue represents the negative correlation; For the P-value table, the darker the color, the larger the value.

Table 6. Phase Relation Table

Table 7. P-value Table

It can be seen from the table that the absolute values of the correlation coefficients between the

intercalation rate and the change rate of each parameter are less than 0.4, and the P-value is greater than
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0.05, indicating that the correlation between the intercalation rate and the change rate of each parameter

is low. That is, the intercalation rate has no effect on the changes of the above 6 parameters.

3. Model Establishment and Solution

3.1 Research on Process Parameters and Structural Variables Based on BP Neural Network

3.1.1 Data Collection and Arrangement

75 pieces of data from data3 of the experiment were collected and collated to form a data set of 75×5,

including acceptance distance, hot air velocity, thickness, porosity and compressive resilience. The data

curve is shown in Figure 4, and some data are shown in Table 7.1.

Figure 4. Data Curve of Process Parameters and Structural Variables

Table 8. Partial Data of Process Parameters and Structural Variables
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3.1.2 Establishment of BP Neural Network Model

BP neural network, also known as error backpropagation neural network, is a multi-layer forward

neural network (CAI, 2022). It is composed of input layer, hidden layer and output layer. It takes the

square of network error as the objective function and adopts gradient descent method to calculate the

minimum value of the objective function. The structure is shown in Figure 5.

Figure 5. BP Neural Network

In Figure 5, X~X1 represents n inputs of the inputn layer, the hidden layer contains p neurons, W~W11

represents the weight between p neurons of the hidden splayer and s neurons of the output layer, and

Y~Y 1represents s outputs sof the output layer. The learning process of BP neural network consists of

two processes: the forward propagation of signal and the reverse propagation of error. (Tang, Li, Wang,
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& Shang, 2022)

(1) Forward propagation of signal

Mark θ for the threshold of each node of the hidden layer, h for the activation function of the hidden

layer, a for the threshold of each node of the output layer, and f for the activation function of the output

layer.

The input nn of the NTH node of the hidden layer is:

By substituting equation (1) into the activation function h of the hidden layer, the output k of the NTH

node of the hidden layer isn]

Then, take kn as the input node of the output layer and get the input Ns of the output layer as

Substituting formula (3) to the activation function f of the output layer yields:

First calculate the actual output, and then use the error gradient descent method to correct the weights

and thresholds of each layer. The error signal generated by the output is defined as

Where: Ts is the expected output. The mean square error function for a single sample is

The total error function for M training samples is

The hidden layer weight correction value ΔWnp and threshold correction value Δθ can be obtained by

error gradient descent methodp. , and the output layer weight correction value ΔWsp. And the threshold

correction value Δas:
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Where: η is the network learning rate.

The activation function of the hidden layer of BP neural network adopts the Sigmoid tangent function

tansig and the activation function of the output layer adopts the linear function purelin. BP neural

network has a wide range of adaptability and effectiveness, mainly used in pattern recognition and

classification, data compression and function approximation.

The prediction selects the neural network toolbox in MATLAB to train the network. The specific

implementation steps of the prediction model are as follows:

Figure 6. Calculation Flow of BP Neural Network

3.1.3 Prediction Result of BP Neural Network

The training set is 70% of the total samples, the verification set is 15% of the total samples, and the test

set is 15% of the total samples. As shown in the figure. Neural network training algorithms include

Levenberg-Marquardt method, Bayesian regularization method and quantized conjugate gradient

method. After comparison, we choose Levenberg-Marquardt method. The training process took 6

rounds to reach the predetermined accuracy. Figure 7 shows the training error result of BP neural

network. It can be seen that by the end of the training, the error is 0.038953, which is small and does

not affect the final result.
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Figure 7. Training Error Result of BP Neural Network

Figure 8 shows the histogram of error distribution, with errors concentrated near 0 and basically normal

distribution, which also indicates that the prediction results are good.

Figure 8. Histogram of Error Distribution

Figure 9 shows the regression results after the training of the neural network using MATLAB. It can be

seen that the target value and the output result are basically on the same line, and the fitting result is

relatively good.
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1 2 3

Figure 9. Regression Result of BP Neural Network the Prediction Results of the Neural Network

Method are Shown in the Table

Table 9. Results of Question 2

4. Model Building and Solving

4.1 Relationship between Structural Variables and Product Performance Based on Canonical

Correlation Analysis

4.1.1 Establishment of Canonical Correlation Analysis Model

In order to study the correlation between structural variables and product performance, the structural

variables are taken as input variables and product performance as output variables, and the canonical

correlation analysis method is adopted. It uses the idea of principal component to find out the linear

combination of the input variable and the output variable respectively, and then discusses the

correlation (KONG, Lu, & WANG, 2022; TANG, LI, WANG & SHANG, 2022) between the linear

combination.

The specific steps of establishing the typical correlation analysis model are as follows: Step1. Establish

the original matrix;

According to the original data in the table, we assume that the index of structural variables is denoted

as, X X , X , X the index of product performance is denoted as, Z is the centralized

observation data
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1 2 3matrix:Y Y,Y ,Y

Step2. Standardize the original data and calculate the correlation coefficient matrix;

We use formula (1) in question 2 to standardize the index data of structural variables and product

performance, and then calculate the correlation coefficient matrix R between the two samples, and

divide R into:

Where, R1 and R22 are the correlation coefficient matrix within the structural variable and product

performance index respectively, and R12 and R21 are the correlation coefficient matrix between the

structural variable index and product performance index.

Step3. Find the typical correlation coefficient and typical variables;

First, find the eigenroot of 1 1
11 12 22 21A R R R R  , the eigenvector S1αi,; The eigenroot

1 1
22 21 11 12B R R R R  of 2

i , the eigenvector S2βi, has:

Then the typical correlation coefficient of the index X of the random variable structure variable and the

index Y of the product performance is λ, and the typical variable is:

Step4. Test the significance of each typical correlation coefficient.

Test the significance of the typical correlation coefficienti λ. Before the typical correlation analysis of

the physicochemical index X of the structural variable and the product performance index Y of the two

groups of variables, the correlation of the two groups of variables should be tested first; If they are not,

that is, cov (X, Y) =0, then the canonical correlation of the two groups of variables discussed is

meaningless.

4.1.2 Solving the Typical Correlation Analysis Model Based on SPSS

75 pieces of 6 columns of data, of which the first three are listed as structural variable data (a,1 a,2 a

respectively)3, and the last three are listed as product performance index data (b,1 b,2 b respectively)3.

SPSS software was used to conduct a typical correlation analysis of structural variables and product

performance indicators, and the results were as follows: We can see that at the confidence level of 99%,

there are two significant typical correlation coefficients, indicating that there is a correlation between

structural variables and product performance, and the first two pairs of typical correlation variables are
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significantly correlated.

Table 10. Correlation Analysis

The correlation variables corresponding to the standardized canonical correlation coefficient are shown

in the Table.

Table 11. Linear Combination Coefficients Corresponding to Standardized Canonical

Correlation Variables of Set 1 Structural Variables

Set 2 Linear combination coefficients corresponding to typical correlated variables of product

performance standardization.

The coefficients of standardized canonical variables are used to establish the canonical correlation

model. The first group of canonical correlation models can be seen as equation, and the second pair of

canonical correlation models can be seen as equation

According to the importance degree and coefficient size of typical variables, it can be seen from the

established typical correlation model that the degree of effect of product performance on the changes of

structural variables can be comprehensively described by two pairs of typical correlation variables.

In the first pair, the absolute value of the coefficient corresponding to the thickness is the largest,
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indicating that the thickness has a great influence on the structural variables. Similarly, it can be seen

that the filtration resistance has a great influence on the yield performance. At the same time, we

observe that the thickness and the filtration resistance are different signs, indicating that the larger the

thickness, the smaller the filtration resistance.

In the second pair, the absolute value of the coefficient corresponding to the same thickness is the

largest, and the filtration efficiency has the greatest impact on the yield performance. At the same time,

we observed that the thickness and filtration resistance are different signs, indicating that the greater the

thickness, the lower the filtration efficiency.

4.2 Correlation-based Relationship Between Structural Variables and Product Performance

Same principle as 5.2, Spearman correlation coefficient is used to explore the correlation between

structural variables and product performance variables. The results of MATLAB calculation are as

follows.

4.2.1 Relationship between Structural Variables

For structural variables, the correlation coefficient and P-value are shown in the table. It can be seen

that the P-value is less than 0.01, indicating that the correlation between the three variables is

significant. The correlation coefficient between thickness and porosity reached 0.92, indicating a strong

positive correlation; While thickness and compressive resilience, porosity and compressive resilience

showed negative correlation, but the correlation was low, and the correlation coefficient was below 0.5.

Table 12. Correlation Coefficients among Structural Variables

Table 13. P Values Among Structural Variables
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4.2.2 Relationship between Product Properties

For product performance, the correlation coefficient and P-value are shown in the table. It can be seen

that the P-value is less than 0.01, indicating that the correlation between the three variables is

significant. The correlation coefficient between filtration resistance and filtration efficiency is 0.7894,

indicating a strong positive correlation, while the correlation between filtration resistance and air

permeability, filtration efficiency and air permeability is negative, and the correlation is also high, and

the correlation coefficient is

-0.648 and -0.7784 respectively.

Table 14. Correlation Coefficient between Product Performance

Table 15. P Values between Product Properties

4.3 Relationship between Process Parameters and Filtration Efficiency Based on Multivariate

Nonlinear Regression

4.3.1 Multivariate Nonlinear Regression Model
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The topic requires the establishment of the relationship between filtration efficiency and process

parameters, process parameters include receiving distance and hot air velocity, so we adopt multiple

regression to establish a mathematical model of filtration efficiency to guide parameter adjustment.

Multiple regression model is a multi-input single-output regression model, which is used to study the

response relationship between multiple independent variables and a dependent variable. It is a

statistical method based on linear and nonlinear mathematical models between multiple variables (MA,

Ma, & HUANG, 2022).

In view of the strong nonlinear characteristics of the data, a cubic polynomial nonlinear regression

model in multiple regression is proposed to establish the relationship between process parameters and

filtration efficiency. The general formula of the model is shown in equation (7).

Where, denotes filtration efficiency, i denotes coefficient, 0≤i≤9; The model contains two

independent variables, Q1 and Q2, as well as their cross terms and power terms, as factors affecting the

filtration efficiency. The least square method is used to estimate the parameters of 10 coefficients.

4.3.2 Model Evaluation Index

In order to evaluate the performance of the model intuitively, this paper introduces the significance test

index (F, P), normalized mean square error (MSE) and correlation coefficient (R2). F-value is used as a
statistic to test whether each item in the model is associated with the response, as shown in equation (8).

The larger the F-value, the more significant the statistical significance (Liu, Huo, He , Huo, Jia, & Yang,

2021). P-value is the probability of negating the null hypothesis, and P<0.001 indicates an extremely

significant statistical difference; MSE is used as an indicator to measure the degree of dispersion of

samples, as shown in equation (9). The closer it is to zero,the higher the accuracy; R2 is the correlation

coefficient between the actual value and the predicted value, as shown in Formula (10). The larger R2

is, the higher the correlation between the experimental results and the predicted value of the model.

When the R2 of the model is greater than 0.9, it is considered that the model is accurate and conforms

to the reality.

Where y is the true value, the mean of the true value, and f is the predicted value. y
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4.3.3 Model Testing and Evaluation

In order to verify the rationality of establishing a cubic polynomial nonlinear regression model, it can

be seen that the filtration efficiency and process parameters present a complex nonlinear relationship,

and the interaction between the two is significant, which can reflect the response relationship between

process parameters and filtration efficiency. Thus, the cubic polynomial nonlinear regression model is

obtained, as shown in equation (11).

Table 16 shows the results of ANOVA and significance test of the experimental data. It can be

concluded that the significance test of the third-order model has F value =26.62 and P value <0.0001.

Compared with other models, the third-order model has the best significance. At the same time,

MSE=0.0003721 and R2

=0.9967 are obtained from the original data of this model, which further indicates that this model has a

high degree of fit.

Table 16. Analysis of Variance

4.4 Optimization of Filtering Efficiency Based on Genetic Algorithm

4.4.1 Introduction to Genetic Algorithm

Genetic Algorithm (GA) originates from the study of computer simulation of biological systems.

Following the principle of "survival of the fittest, survival of the fittest" in nature, GA is a kind of

randomized search algorithm that draws on the natural selection and natural genetic mechanism in the

biological world. The main steps of genetic algorithm are as follows (Figure 8.1):

(1) Coding: The candidate solution of the problem is represented by chromosomes to realize the

mapping process from the solution space to the coding space.

(2) Population initialization: An initial population (coding set) is generated that represents the

set of possible potential solutions to the problem.
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(3) Calculating individual fitness: Using the fitness function to calculate the fitness of each

individual.

(4) Evolutionary computation: through selection, crossover, and variation, a population

representing a new solution set is generated.

(5) Decoding: the optimal individual in the last generation population is decoded to realize the

mapping from the coding space to the solution space, which can be used as the approximate optimal

solution of the problem.

Figure 10. Steps of Genetic Algorithm in This Problem, the Calculation Idea is as Follows

(1) Set the basic parameters of the optimization algorithm, set the maximum number of routes

N, and set the penalty coefficient.

(2) Generate initial individuals, each individual length is n (number of locations), set the initial

number of vehicles N, randomly assign the route number of each point, and test whether there is no

assignment task (the 9th point is excluded when testing), otherwise re-assign the number, and then

randomly assign each point an order, so that you can get different paths of different routes.

(3) Calculate the objective function of the initial individual, with the previous distance matrix,

you can directly call to calculate the total time (complete route from the starting point to the end point),

while calculating the carrying capacity of each route (sum of demand), the overload part multiplied by

the penalty factor as an additional cost.

(4) iteration, it is necessary to set the cross variance function of genetic algorithm here. The

crossing process is that when rand< cross rate, select the sequence exchange of two points or the route

number exchange, and the mutation process will re-use randperm(n) to generate the path order. Then it

is asked if there are multiple routes that can be re-numbered with randi ([1,N],1,n), but the crossover

and mutation processes must be tested;

(5) The optimal route and path are output at last.

4.4.2 Model Results

In this paper, the genetic algorithm with strong global optimization ability is adopted to optimize the
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filtering efficiency. It evaluates the fitness of individuals according to the predetermined objective

function, continuously obtains better groups according to the evolutionary rule of survival of the fittest,

and searches and optimizes the optimal individuals in the group through global parallel search to obtain

the optimal solution (Liu, Huang, Wang, Zhou, Liu, Huang, Wang, Zhou et al., 2018; Tu, 2021). In the

optimization process, in order to control the maximum filtration efficiency, according to the above

established process parameters and filtration efficiency model, the corresponding optimization model

is:

In order to obtain the possible optimal solution and reduce the computational amount of genetic

algorithm, the maximum genetic algebra was defined as M=100, crossover probability Pc=0.2, and

mutation probability Pm=0.05. MATLAB was used to perform GA operation, and the convergence of

the optimization process of filtration efficiency was finally obtained after iteration, as shown in Figure

8.2, where the horizontal coordinate is evolutionary algebra, and the vertical coordinate is the objective

function value (appropriate value), that is, filtration efficiency. As can be seen from the figure, with the

continuous progress of genetic algorithm optimization, the filtration efficiency continues to increase.

Finally, the optimal filtration efficiency is obtained as follows: the filtration efficiency is 86.23%, the

receiving distance is 24.56cm, and the hot air velocity is 1126.29r/min.

Figure 11. Genetic Algorithm Iteration Results

5. Model Establishment and Solution

5.1 The Relationship between Thickness and Compressive Resilience and Process Parameters Based on

Multiple Linear Regression

5.1.1 Establishment of Multiple Linear Regression Model

The principle and calculation process of multiple linear regression model are as follows:
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(1) Establish multiple linear regression model

The multiple linear regression model involving p independent variables can be expressed as:

For convenience, we introduce matrix notation by using n sets of actual observation data:

Where ε is an unobservable random error vector, β is a vector composed of regression coefficients, is

an unknown and undetermined constant vector.

(2) Least squares estimation of regression coefficient β

Choose an estimate of β, denoted as, to minimize the sum of squares of the random error ε, i.eβ̂

By the requirements of least square method, the necessary conditions for obtaining extreme values by

multivariate functions can solve the standard equation of regression parameters as follows:

(3) Stepwise regression analysis

When establishing the regression model, not every factor has a great influence on y. Therefore, we use

the stepwise regression method (elimination of optimal selection method) to screen the factors. The

specific process is as follows (FIG. 9.1) :

Step1: Establish multiple linear regression equation

Stepmax2: Test the significance of the regression coefficient, and take t value corresponding to the

maximum probability value P;

Step3: Determine whether P ≤max0.05, if it is satisfied, enter step5, if not, enter step4;

Step4: Then H is acceptable, that is, the linear relationship between this0 indicator and the dependent

variable is not significant, remove the indicator and return to Step1;

Step5: then H0 can be rejected, then all indicators and the linear relationship between the dependent
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variable is significant, output the equation, end.

Figure 12. Flow Chart of Stepwise Regression Analysis

(4) Solution of multiple regression model

(5) Significance test of regression model

5.1.2 Model Solving

(1) Thickness and receiving distance and hot air velocity

Multiple linear regression was solved by Stata software. For the relationship between thickness (x3) and

receiving distance (x1) and hot air velocity (x2). The joint significance test is shown in the table below.

Table 17. Model Summary

Table 18. Table of Regression Coefficients
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It can be seen that the P-value of the joint significance test is 0, indicating that there is an obvious

functional relationship between the independent variable and the dependent variable, and the

probability p- value is less than the significance level of 0.05. Therefore, it is considered that the partial

correlation coefficient is significantly not equal to 0, and each indicator is linearly correlated with the

dependent variable. The R square is adjusted to 0.9749, indicating that the fitting effect of the model is

good. The regression equation is shown in the equation.

(2) compressive resilience with receiving distance and hot air speed

Similarly, for the relationship between compressive resilience (x4) and receiving distance (x1) and hot

air velocity (x2). The joint significance test is shown in Table 19.

Table 19. Model Summary

Table 20. Table of Regression Coefficients

Similarly, it can be seen that the P-value of the joint significance test is 0, indicating that there is an

obvious functional relationship between the independent variable and the dependent variable, and the

probability p-value is less than the significance level of 0.05, so it is considered that the partial

correlation coefficient is significantly not equal to 0, and each indicator is linearly correlated with the

dependent variable. The regression equation is shown as follows.

(3) filtration efficiency and receiving distance, hot air speed, thickness, compression resilience

Similarly, the relationship between filtration efficiency (y1) and receiving distance (x1), hot air velocity
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(x2), thickness (x3), compression resilience (x4) is discussed. The joint significance test is shown in the

table below.

Table 21. Model Summary

Table 22. Table of Regression Coefficients

Similarly, it can be seen that the P-value of the joint significance test is 0, indicating that there is an

obvious functional relationship between the independent variable and the dependent variable. The

probability P-value receiving distance, compressive resilience rate and constant term are less than 0.05

at the significance level, and the other two are greater than 0.05. Therefore, it is considered that the

partial correlation coefficients of the three are significantly different from 0, and each index is linearly

correlated with the dependent variable. The regression equation is shown as follows.

(4) filtration resistance and receiving distance, hot air speed, thickness, compression resilience

In the same way, the relationship between filtration resistance (1y2) and receiving distance (x2), hot air

speed (x3), thickness (x), compression resilience (x4). The joint significance test is shown in the table

below.

Table 23. Model Summary



www.scholink.org/ojs/index.php/asir Applied Science and Innovative Research Vol. 8, No. 3, 2024

Published by SCHOLINK INC.
48

Table 24. Regression Coefficient Table

Similarly, it can be seen that the P-value of the joint significance test is 0, indicating that there is an

obvious functional relationship between the independent variable and the dependent variable. The

probability p-value thickness is less than the significance level 0.05, and the rest are greater than 0.05.

Therefore, it is considered that the partial correlation coefficient of thickness is significantly not equal

to 0, and the linear correlation with the dependent variable is significant. The regression equation is

shown as follows.

5.2 Multi-Objective Optimization Based on NSGA-II Model

5.2.1 NSGA-II Model

The calculation principle and process of NSGA-II model are[11] as follows:
5 The dominance relationship between any two entities is determined by the fitness function, and the

Pareto dominance relationship is defined as follows: For MOP, n objective functions can form

 21( ) ( ), ( ), ( ) , ,n u Vif x f x f x f x X X U  
: if {1, , }i n   , both have

   i U i Vf X f X
, then UX dominates VX .

(1) Find out all the non-dominant individuals in the population and define itsrank i as 1; Remove

the individual whose irank is 1 and find out the individual whose irank is 2 in the subpopulation; And so

on until all individuals have completed the grading.

(2) The crowding comparison operator is used to sort the chromosomes of the same class.

Crowding
L i d refers to the distance between individual i and neighboring individuals of the same rank, and
can represent population density, which is defined as follows:



www.scholink.org/ojs/index.php/asir Applied Science and Innovative Research Vol. 8, No. 3, 2024

Published by SCHOLINK INC.
49

Where L[i] fk , represents the value of the i+1 individual for the KTH objective function, and

f minmaxk represents the maximum and minimum values of the KTH objective function. K

The parent population is fused with the child population to produce a complex population, and the

individual order in the population is sorted out by fast non-dominant sequencing to produce a new

generation of parent population, so as to preserve the good genes.

(3)Selection operator: the objective function is set as a fitness function, and the expected value method

is used for selection. First, for the compound population with 2N individuals, a fast non-dominated sort

is carried out to calculate the irank sum of all individuals. L[i]d Secondly, N individuals are selected

according to the selection rule. The selection rule is stated as follows:

That is, when the individual xji is different from the x level, select the small level; When they are of the
same rank, choose the one with the highest degree of crowding.

(3) Hybridization operator: using a single point crossing method. First, the individuals in the

population are randomly paired and the crossover position is set, and the crossover is judged according

to the hybridization probability Pc; If crossover is carried out, the corresponding chromosomes of the

two individuals are exchanged at the crossover position; Finally, judge whether the generated

individuals meet the range constraints, if not, perform the deletion operator operation and repeat the

above steps.

(4) Mutation operator: the basic mutation operation is adopted. First, randomly select the

mutation individual and mutation position, according to the mutation probability Pm to determine

whether to carry out the mutation operation; If the mutation is carried out, the gene code of the

mutation location is changed; Finally, judge whether the generated individual meets the range

constraint, if not, perform the deletion operator operation and repeat the above steps.

(5) Deletion operator: Judge whether the individual gene meets the planning scope constraint

according to the coding situation of the individual gene. If it does not meet the planning scope

constraint, delete the individual. The corresponding judgment rules are as follows:

Ni (i =1, ...,9 ) Represents the numberof genes encoded as i in an individual. Formula 7.11 and

7.12 are width range constraints and height range constraints respectively. When the output represented

by an individual violates either constraint, the individual is deleted.

5.2.2 Model Establishment and Solution
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According to the requirements of the problem and the previous analysis, the objective function and

constraint of the model are shown in the following equation.

In the process of simulation calculation, the relevant parameters of the algorithm are set: initial

population size N=200, crossover probability Pc=0.7, mutation probability Pm=0.05, and the maximum

number of iterations MG=500. According to the numerical accuracy set by the example, the NSGA-II

model is solved and the performance of the model is tested. After the performance meets the

requirements, the Pare (YUN, YU, Cheng, Liu, Niu, Hou, LI, LIU, & ZHANG, 2022) to optimal

solution set is obtained by running the program.

Figure 13. Pareto Frontier Images of DT3, DTLZ2 and DTLZ7 Tests

To illustrate in detail the convergence and diversity of the non-dominated solution sets obtained by

each algorithm, Figure 9.3 shows the non-dominated solution sets of NSGA-II algorithm in the ZDT3,

DTLZ2 and DTLZ7 test problems and the images of the real Pareto frontier. As can be seen from the

above figure, among the three test problems, the NSGA-II model shows good convergence and

diversity. At the same time, it can be seen that in the image of the test problem, the non-dominated

solution of the Pareto frontier obtained by NSGA-II algorithm not only converges well near the real

Pareto frontier, but also has good distribution, and the algorithm performs well.
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Figure 14. Distribution and Comprehensive Evaluation of Pareto Solution Set

According to the above model, the highest filtration efficiency is finally obtained as 88.95%, while the

lowest filtration resistance is 12.34Pa, the receiving distance is 31.58cm, and the hot air speed is

1729.45r/min.
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