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Abstract

This paper presents an in-depth comparative assessment of AI-powered chatbots and human customer

service agents, focusing on their roles in shaping consumer satisfaction and influencing purchasing

behavior. Drawing on insights from over thirty scholarly sources—including empirical studies and

theoretical models such as the Technology Acceptance Model (TAM), Expectation-Confirmation Theory

(ECT), and the SERVQUAL framework—the study examines how different modes of service delivery

affect trust, emotional resonance, perceived usefulness, and consumer decision-making. The findings

reveal that while AI chatbots offer significant operational advantages—such as round-the-clock

availability, rapid response times, and cost-efficiency—they often fall short in scenarios requiring

emotional nuance or contextual sensitivity, areas where human agents continue to excel. Through case

studies of successful implementations by companies like Amazon, H&M, and Sephora, as well as less

effective examples such as Facebook M, the analysis underscores the potential of hybrid models that

combine the scalability of AI with the empathetic capabilities of human agents. The paper also

addresses pressing ethical concerns, including data privacy, algorithmic bias, and the displacement of

human labor. Ultimately, it argues that the future of customer service lies not in choosing between

humans and machines, but in developing integrated systems that leverage the unique strengths of both

to meet the evolving expectations of contemporary consumers.
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1. Introduction

In recent years, the adoption of artificial intelligence (AI) in customer service has transformed the way

businesses engage with their consumers. Among the most widely implemented AI applications are

chatbots—automated conversational agents designed to simulate human interaction through natural

language processing and machine learning. From e-commerce to banking, AI-powered chatbots have

become integral to handling routine queries, processing transactions, and even recommending products

(Gnewuch, Morana, & Maedche, 2017). As digital transformation accelerates, many organizations are

increasingly relying on AI-driven interfaces to deliver efficient, scalable, and cost-effective

customer support (Følstad, Skjuve, & Brandtzaeg, 2021).

Although AI-driven communication tools offer clear operational efficiencies, their growing adoption

raises critical concerns regarding the overall quality of customer service—particularly in relation to

consumer satisfaction and purchasing behavior. Customer service remains a cornerstone in shaping

consumer perceptions of brand trustworthiness, exerting influence not only on immediate experiences

but also on long-term loyalty and purchase intent. Prior studies have underscored the role of trust in

service interactions—whether with human agents or AI counterparts—as a pivotal factor in guiding

consumer choices (Shahbandi, 2025; Luo et al., 2019). While chatbots are praised for their rapid

response capabilities and around-the-clock accessibility, they frequently fall short in delivering the

emotional attunement and contextual understanding that human agents typically provide, especially in

scenarios requiring empathy or nuanced judgment (Brandtzaeg & Følstad, 2017).

This paper aims to offer a critical evaluation of the differential impact that AI chatbots and human

service representatives exert on consumer satisfaction and buying decisions. By synthesizing findings

from empirical research and industry analyses, the study delineates the strengths and constraints of

each modality, explores consumer preferences across different interaction contexts, and discusses the

strategic implications for organizations seeking to balance efficiency with meaningful engagement.

Through this inquiry, the article contributes to a broader understanding of how technological innovation

is redefining the customer service paradigm.

2. Literature Review

2.1 AI Chatbots in Customer Service

Definition and Functions

AI chatbots are software applications designed to simulate human conversation using natural language

processing (NLP), machine learning (ML), and data-driven dialogue systems. These systems are

capable of interpreting user input, generating contextually appropriate responses, and often executing

tasks such as booking appointments, answering FAQs, or guiding users through transactions

(Brandtzaeg & Følstad, 2017). Unlike traditional rule-based bots, AI-enabled chatbots learn and

improve from interaction data, making them increasingly sophisticated over time.
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Growth and Adoption Across Industries. The use of AI chatbots in customer service has expanded

rapidly across sectors, driven by the growing demand for instantaneous and round-the-clock support.

According to Gartner (2021), by 2027, chatbots are expected to become the primary customer service

channel for roughly 25% of organizations. Industries such as retail, telecommunications, healthcare,

and finance have adopted chatbots at scale to manage high volumes of repetitive inquiries, thus

reducing operational costs and improving efficiency. The shift was further accelerated by the

COVID-19 pandemic, which heightened the need for contactless digital communication and scalable

support systems (PwC, 2022).

In e-commerce, for example, companies like H&M and Sephora use chatbots to provide personalized

shopping experiences and product recommendations, while banks and fintech firms employ bots for

secure balance inquiries and transaction processing. These implementations reflect a broader trend of

integrating conversational AI into customer relationship management systems, aimed at enhancing

responsiveness and user experience (Følstad et al., 2021).

Recent advances in chatbot technologies have moved beyond NLP and machine learning, incorporating

innovations such as blockchain and the Internet of Things (IoT). As Rane et al. (2024) note, AI chatbots

are increasingly powered by a triad of technologies: AI for intelligent interaction, IoT for real-time

contextual awareness, and blockchain for data security and transactional transparency. This

convergence not only enhances the chatbot’s responsiveness and personalization, but also enables

functionalities like smart device integration, real-time environment sensing, and tamper-proof data

logging, making them highly adaptive and secure tools in customer service.

Governmental organizations are also increasingly deploying AI chatbots to manage large volumes of

citizen queries. Vassilakopoulou et al. (2023) provide a detailed case study of “Frida,” a chatbot

developed by the Norwegian Labour and Welfare Administration (NAV), which was designed to handle

questions related to unemployment benefits and social services. The chatbot operated as a first point of

contact, resolving over 83% of incoming queries without the need for human involvement. This

illustrates the growing potential of AI systems to reduce workload on service staff while increasing

accessibility and response speed. The authors emphasize that while Frida performed well with routine

inquiries, human agents remained essential for ambiguous, emotionally charged, or complex

cases—highlighting the limits of automation and the need for collaborative frameworks.

Table 1. Different Affordances for Service Delivery (Vassilakopoulou et al; 2023)

Affordance Type Function Chatbot Capabilities

Automation

- Filtering

Enables the chatbot to handle

only routine or relevant

questions within its domain.

Routes inquiries to the correct human

expert; answers standardized queries.
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- Informing
Allows quick access to current

and accurate information.

Searches databases and retrieves

updated knowledge.

- Monitoring
Detects potential service

delivery issues in real time.

Tracks inquiry trends and highlights

possible disruptions.

Augmentation

- Delegating

Assigns repetitive tasks like

information collection to the

chatbot.

Gathers user inputs and redirects to

relevant resources.

- Multitasking

Supports simultaneous

handling of multiple service

requests.

Manages concurrent conversations and

response threads efficiently.

- Distilling

Summarizes past

conversations to avoid

repetition and speed up future

responses.

Organizes dialogue history and

prepares concise summaries for agents

or follow-ups.

A closer look at the operational role of chatbots in live service environments reveals that they are not

only tools for customer interaction but also function as support agents for human staff. Drawing on the

example of NAV’s chatbot Frida, Vassilakopoulou et al. (2023) identify several affordances that

enhance service delivery. These include automated filtering, which allows bots to respond only to

questions within their expertise; informing and monitoring, which facilitate access to updated

organizational data and identify service disruptions in real time; and delegation of repetitive tasks, such

as information collection. Furthermore, bots offer capabilities like multitasking and distilling previous

conversations, thereby minimizing redundancy and enabling smoother follow-ups. These affordances

collectively support a hybrid customer service model, in which bots streamline workflows and allow

human agents to focus on nuanced, emotionally complex interactions.

The study also introduces the concept of "service encounters in tandem", where AI and human agents

jointly contribute to the customer journey. Instead of replacing human employees, AI augments their

capacity by filtering cases, pre-answering repetitive questions, and escalating unresolved cases

efficiently. This hybrid model serves as a practical response to the emotional and contextual limitations

of chatbots, particularly in government service contexts where citizen trust is crucial.

Recent developments in generative AI, particularly large language models such as ChatGPT, have

expanded the capabilities of AI chatbots beyond simple rule-based systems. According to the findings

of the IEEE review by Rahman et al. (2023), these models are now widely employed in business

environments for tasks ranging from customer service automation to dynamic content creation and



www.scholink.org/ojs/index.php/ibes International Business & Economics Studies Vol. 7, No. 3, 2025

Published by SCHOLINK INC.
40

real-time sentiment analysis. These systems rely on transformer-based architectures that allow for more

fluent, context-aware responses compared to earlier chatbots. Their ability to simulate natural language

dialogue enables businesses to provide scalable, round-the-clock support, which has been shown to

enhance customer satisfaction and operational efficiency. However, the authors caution that while these

models are proficient in handling structured inquiries, their performance tends to degrade in

emotionally complex or ambiguous interactions—an area where human agents still outperform AI due

to their empathy and contextual awareness.

2.1.1 Key Technologies: NLP, Machine Learning, Sentiment Analysis

The convergence of multiple advanced technologies is reshaping the capabilities of AI chatbots in

modern customer service. As outlined by Rane et al. (2024), next-generation chatbots are no longer

limited to rule-based responses or simple NLP-driven exchanges. Instead, they integrate Artificial

Intelligence (AI), the Internet of Things (IoT), and blockchain technologies to deliver intelligent,

responsive, and secure interactions. AI—particularly through natural language processing and machine

learning—enables chatbots to understand and learn from user inputs, improving personalization and

sentiment detection. IoT integration allows chatbots to interact with connected devices in real-time,

adding contextual awareness to service delivery (e.g., adjusting smart appliances based on user

preferences). Meanwhile, blockchain ensures the integrity and security of data exchanges, fostering

greater trust through immutable record-keeping and verifiable identity protocols. Together, these

technologies significantly broaden the application range of chatbots—from e-commerce and finance to

healthcare and industrial automation—while enhancing user trust, engagement, and satisfaction.

Table 2. Key Technologies in Next-Gen Chatbots (Adapted from Rane et al., 2024)

Technology Functionality Key Features Applications

AI (NLP& ML)
Understand and learn from

interactions

Sentiment analysis, predictive

analytics

Customer support,

marketing, fraud detection

IoT
Integrate chatbots with

connected devices

Real-time monitoring,

contextual automation

Smart homes, industrial

automation

Blockchain
Ensure secure and transparent

chatbot operations

Identity verification,

immutable record-keeping

Secure financial transactions,

privacy protection

The core enablers of AI chatbot functionality are advanced computational techniques. NLP enables bots

to understand and interpret the nuances of human language, including syntax, intent, and contextual

cues. Machine learning algorithms allow chatbots to adapt over time, refining their responses based on

previous interactions and feedback. Moreover, sentiment analysis plays a crucial role in evaluating
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customer emotions during conversations, thereby allowing the system to tailor its tone and response

strategy accordingly (Gnewuch et al., 2017).

Recent developments in transformer-based architectures, such as OpenAI’s GPT models, have

significantly improved the linguistic capabilities of chatbots, bringing them closer to human-like

conversational standards. These advancements have also opened up possibilities for proactive customer

engagement, where bots can initiate personalized dialogues based on browsing history or behavioral

patterns (Chattaraman et al., 2019).

2.2 Human Customer Service

Traditional Roles and Interpersonal Dynamics

Human customer service representatives have historically played a central role in the development of

trust and loyalty in customer-business relationships. Their responsibilities typically extend beyond

transactional support to include problem-solving, conflict resolution, and emotional reassurance,

particularly in service encounters where the customer’s needs are complex or sensitive. Unlike

automated systems, human agents are capable of engaging in dynamic, adaptive conversations,

adjusting their tone, pace, and phrasing in real-time to suit the customer's communication style and

emotional state (Luo et al., 2019). This interpersonal flexibility is deeply rooted in the human capacity

for social cognition, which enables nuanced interpretation of verbal and non-verbal cues.

Interpersonal dynamics in human-led service interactions often follow a pattern of co-regulated

communication, where the customer and representative collaboratively work toward problem resolution.

Research by Brandtzaeg and Følstad (2017) emphasizes that in high-stakes or emotionally charged

situations, customers overwhelmingly prefer human support, as it provides a sense of psychological

safety and recognition that automated systems typically lack. Moreover, employees can improvise and

escalate cases to management or provide goodwill gestures—capabilities that bots are often unequipped

to handle without predefined instructions.

2.2.1 Strengths: Empathy, Contextual Understanding

One of the most cited advantages of human customer service is the ability to demonstrate empathy.

Empathy involves recognizing and responding appropriately to the emotional states of others, which is

a cornerstone of effective service in emotionally fraught contexts. Human agents can offer not only

verbal affirmations but also emotional reassurance that customers interpret as signs of care and

understanding (Chattaraman et al., 2019). This emotional resonance can significantly elevate customer

satisfaction and foster long-term brand loyalty.

Sheehan et al. (2020) argue that anthropomorphism plays a pivotal role in shaping user satisfaction and

trust in AI chatbots. While human-like features such as personalized names and conversational tone can

enhance the user experience, they must be coupled with functional reliability to avoid user frustration.

Their findings suggest that when users perceive chatbots as warm and competent, they are more likely

to engage positively, trust the system, and proceed with purchases. However, over-anthropomorphized
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chatbots that fail to meet expectations can have the opposite effect, underscoring the importance of

design calibration.

Additionally, humans possess a sophisticated capacity for contextual understanding. They can infer

intent even when customer input is ambiguous or incomplete, draw on cultural norms, and recall

relevant situational knowledge to personalize responses. This depth of contextual awareness enables a

richer, more intuitive interaction, especially in scenarios where the customer may not know how to

clearly articulate the problem or when multiple variables are at play (Følstad et al., 2021). Unlike AI

chatbots—which rely on structured training data—human representatives often draw upon tacit

knowledge and prior experience, giving them a decisive edge in complex and evolving situations.

2.3 Comparison Metrics from Past Research

A growing body of research has sought to systematically compare AI chatbots and human agents in

customer service using key performance and experiential metrics. These comparisons offer critical

insights into how each modality influences customer satisfaction and purchase decisions.

2.3.1 Response Time, Availability, Scalability

One of the most prominent advantages of AI chatbots is their speed and round-the-clock availability.

Chatbots can process and respond to customer inquiries within milliseconds, operating 24/7 without

fatigue or the need for breaks (Gnewuch et al., 2017). This high-speed responsiveness significantly

enhances the efficiency of handling large volumes of simple, repetitive tasks. From a scalability

perspective, AI systems outperform human agents by simultaneously managing thousands of

conversations across digital platforms, which is particularly valuable for businesses facing surges in

customer traffic during promotions or service disruptions (Følstad et al., 2021). In contrast, human

agents—while capable of providing high-quality service—are limited by working hours, training costs,

and the cognitive load involved in multitasking.

2.3.2 Emotional Intelligence and Personalization

Despite their operational efficiency, chatbots often fall short in domains that require emotional

intelligence and deep personalization. Emotional intelligence refers to the capacity to recognize,

understand, and appropriately respond to customer emotions—a trait inherently human and difficult to

replicate in machines. Studies have shown that consumers are more satisfied with service experiences

when they perceive the agent—whether human or artificial—as emotionally attuned (Brandtzaeg &

Følstad, 2017). Human representatives are naturally better equipped to detect nuances such as sarcasm,

frustration, or anxiety, and adjust their responses accordingly.

While some advanced AI systems now integrate sentiment analysis tools to detect emotional tone and

adapt language, the authenticity of such responses remains limited. According to Chattaraman et al.

(2019), users often rate emotionally “aware” chatbots as less genuine when compared to empathetic

human interactions. Additionally, human agents offer personalized communication that draws on past

interactions, personal preferences, and cultural knowledge—factors that are often oversimplified or

overlooked by AI systems unless they are highly customized and trained on extensive datasets.
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2.3.3 Consumer Trust and Perceived Usefulness

Trust remains a critical determinant in the effectiveness of customer service, particularly when it comes

to influencing purchase decisions. Luo et al. (2019) found that disclosing a chatbot’s identity early in a

conversation can reduce consumer trust and lead to lower conversion rates. In contrast, when customers

believe they are interacting with a human—or with a well-designed AI system that mimics human traits

effectively—their perception of usefulness increases, thereby enhancing satisfaction.

Perceived usefulness is closely tied to expectations: when customers believe a chatbot can efficiently

resolve simple issues, satisfaction is generally high. However, when those expectations are

unmet—such as when bots fail to understand queries or escalate issues appropriately—trust can erode

rapidly (Følstad et al., 2021). Human agents, by virtue of their adaptive communication skills and

ability to build rapport, tend to inspire more consistent levels of trust, especially in emotionally

complex or high-stakes service interactions.

3. Theoretical Framework

To understand howAI chatbots and human customer service agents influence consumer satisfaction and

purchase behavior, several theoretical models from information systems, marketing, and service quality

literature offer valuable insights. These frameworks help conceptualize user perceptions, behavioral

intentions, and service evaluations in both human-to-human and human-to-machine interactions.

Building on the evolving discourse around AI’s role in service delivery, recent research has emphasized

the importance of Human-Robot Collaboration (HRC) as a framework for blending the strengths of

artificial and human agents (Rosete et al., 2024). Rather than aiming to replace humans entirely, HRC

suggests that AI systems—such as chatbots—should serve as complementary tools, enhancing agility

and consistency while allowing human agents to focus on complex, emotionally nuanced interactions.

According to the typology proposed by Huang and Rust (as adapted in Rosete et al., 2024), AI

intelligence can be understood across four developmental levels: mechanical, analytical, intuitive, and

empathetic. Mechanical intelligence involves automating repetitive tasks, while analytical intelligence

refers to data-driven problem solving. More advanced are intuitive and empathetic

intelligence—representing AI’s capacity to understand, adapt, and emotionally resonate with human

needs. This model offers a theoretical basis for understanding how AI can gradually take on

higher-order service tasks, while still requiring human oversight in emotionally charged or

unpredictable situations.
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Figure 1. Four Types of Artificial Intelligence in Service Systems. A Conceptual Framework

Illustrating the Progression from Mechanical to Empathetic Intelligence in AI, Adapted from

Huang and Rust (Rosete et al., 2024).

3.1 Technology Acceptance Model (TAM)

Developed by Davis (1989), the Technology Acceptance Model (TAM) posits that two primary

factors—perceived usefulness and perceived ease of use—determine an individual’s acceptance of new

technology. In the context of AI chatbots, TAM is frequently used to evaluate how customers form

attitudes toward chatbot interfaces. Research shows that when users perceive a chatbot as helpful and

easy to interact with, they are more likely to use it again and recommend it to others (Brandtzaeg &

Følstad, 2017). However, if the system is perceived as unintuitive or incapable of addressing their

needs, this negatively impacts user satisfaction and purchase intention. TAM thus provides a

foundational lens to assess consumer adoption and resistance to chatbot-based services.

3.1.1 Expectation-Confirmation Theory (ECT)

Expectation-Confirmation Theory, originally introduced by Oliver (1980), is commonly applied in

consumer behavior research to evaluate post-purchase satisfaction. According to ECT, customer

satisfaction arises when there is a positive confirmation between initial expectations and the actual

performance of a product or service. In customer service interactions, whether with chatbots or human

agents, if the service quality aligns with or exceeds customer expectations, satisfaction increases; if

expectations are unmet, dissatisfaction follows (Luo et al., 2019). This theory is especially relevant in

hybrid customer service systems where AI handles preliminary queries, and human agents manage

complex issues—users judge each component based on prior expectations and the perceived quality of

the resolution.
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3.1.2 Service Quality (SERVQUAL) Model

The SERVQUAL model, developed by Parasuraman, Zeithaml, and Berry (1988), identifies five

dimensions of service quality: reliability, responsiveness, assurance, empathy, and tangibles. This

model is particularly applicable when comparing AI and human service agents. For instance, chatbots

score highly in responsiveness and reliability, especially when resolving simple inquiries quickly and

consistently (Gnewuch et al., 2017). In contrast, human agents tend to outperform in assurance and

empathy, as they can interpret emotional tone, offer nuanced reassurance, and adjust communication

based on context. By applying SERVQUAL, researchers and practitioners can pinpoint which service

elements are best addressed by AI versus human interaction, informing strategic service design.

3.1.3 Human-Computer Interaction (HCI) Models

Human-Computer Interaction (HCI) theories provide a multidisciplinary framework for analyzing how

users interact with digital systems. These models focus on aspects such as interface usability, user

satisfaction, cognitive load, and interaction design. In the chatbot context, HCI research emphasizes the

role of conversational flow, interface feedback, and emotional cues in shaping the user experience

(Følstad et al., 2021). For example, poorly designed bots that provide irrelevant answers or fail to

escalate issues contribute to user frustration. Conversely, chatbots designed with intuitive dialogue

patterns and adaptive response mechanisms foster greater satisfaction and a smoother customer journey.

HCI models thus bridge the technical design of AI systems with the psychological responses of users,

making them essential to understanding chatbot effectiveness.

4. Methodology

This article adopts a comparative literature review methodology to explore and evaluate the impact of

AI chatbots versus human customer service agents on consumer satisfaction and purchase decisions.

Rather than conducting a primary empirical study through surveys or experimental trials, this research

draws upon existing peer-reviewed journal articles, conference papers, and industry reports published

between 2015 and 2024. The selection of this method allows for a holistic analysis of diverse findings

and perspectives across disciplines including marketing, information systems, human-computer

interaction, and service management.

The comparative analysis focuses on four key variables identified as critical in the existing literature:

customer satisfaction, consumer trust, perceived ease of use, and purchase intention. These variables

serve as the conceptual anchors for evaluating the performance and user perception of both AI chatbots

and human agents. They have been consistently cited in frameworks such as the Technology

Acceptance Model (TAM) and Expectation-Confirmation Theory (ECT) as primary indicators of

service effectiveness and user engagement (Davis, 1989; Oliver, 1980).

The process involved identifying, analyzing, and synthesizing studies that reported on one or more of

these variables in the context of AI-driven or human-mediated customer service. Inclusion criteria for

the reviewed sources required that the studies:
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 Be published in reputable academic journals or recognized industry reports;

 Focus explicitly on customer service interactions involving either AI chatbots or human

agents;

 Present qualitative or quantitative evidence related to one or more of the core variables.

Studies involving specific demographics—such as Gen Z users, elderly populations, or culturally

diverse consumers—were also included to highlight potential variability in user preferences. However,

no new participants were recruited, and no questionnaires or software-based tools were utilized, in line

with the scope of a conceptual literature-based methodology.

This approach enables a structured and critical comparison of the two service modalities, supported by

theoretical frameworks and existing empirical data, rather than new data collection.

5. Key Findings and Comparative Analysis

5.1 Strengths of AI Chatbots

The increasing adoption of AI chatbots in customer service is largely driven by their operational

advantages, which cater to modern consumer expectations for speed, accessibility, and efficiency. A

comparative review of the literature highlights three major strengths that consistently position AI

chatbots as a compelling alternative to human agents in specific service contexts: 24/7 availability,

faster response time, and lower operational costs.

According to Wahbi et al. (2023), chatbots’ ability to offer 24/7 availability, rapid response times, and

tailored interactions significantly enhances customer satisfaction. Their study highlights that customers

increasingly value not only functional efficiency but also the emotional tone of interactions—especially

when chatbots successfully simulate human-like dialogue. These capabilities help reduce operational

costs while also improving accuracy and trustworthiness in responses, contributing to a more seamless

and enjoyable user experience.
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Figure 2. Dialogue Flowchart of an Exemplary AI Chatbot Interaction Covering Greeting, Task

Handling, Feedback Collection, and Escalation. Adapted from Sheehan et al. (2020).

As seen in the chatbot dialogue graph (Figure X), modern chatbots are capable of guiding users through

a sequence of scripted interactions—from emotional check-ins to task resolution and feedback

collection—offering a sense of personalized service even without actual human involvement.

5.1.1 24/7 Availability

One of the most significant strengths of AI chatbots is their ability to operate continuously without

human intervention. Unlike human agents who are constrained by working hours, fatigue, and labor

regulations, chatbots can remain active around the clock, providing uninterrupted service (Gnewuch et

al., 2017). This capability is particularly advantageous for global businesses that cater to customers

across multiple time zones. Research by Følstad, Skjuve, and Brandtzaeg (2021) suggests that this

“always-on” presence enhances perceived service accessibility and contributes positively to customer

satisfaction, particularly for routine and time-sensitive inquiries.

5.1.2 Faster Response Time

Speed is another defining attribute of chatbot performance. AI systems can process inquiries, retrieve

relevant information, and deliver responses within milliseconds—far surpassing the average human

response time (Brandtzaeg & Følstad, 2017). This rapid turnaround is especially effective in



www.scholink.org/ojs/index.php/ibes International Business & Economics Studies Vol. 7, No. 3, 2025

Published by SCHOLINK INC.
48

high-volume environments where customers expect immediate answers, such as e-commerce platforms,

banking applications, or mobile service providers. Studies have shown that faster service not only

improves satisfaction but can also influence purchase behavior by reducing customer effort and

wait-related frustration (Luo et al., 2019).

A recent comparative study by Sawant and Patel (2024) in the e-commerce sector reinforces the

nuanced understanding of AI chatbot performance relative to human customer service agents. The

research found that chatbots significantly outperformed human agents in response time, delivering

answers 45% faster on average. This efficiency was especially appreciated in handling routine,

high-volume queries such as order tracking, payment confirmations, or FAQ resolution. However, the

same study revealed that human agents achieved substantially higher satisfaction ratings in complex or

emotionally sensitive situations—particularly when consumers faced ambiguous return policies,

product defects, or personalized disputes. These findings suggest that while speed enhances

convenience, it does not always correlate with emotional satisfaction, which remains more strongly

associated with human interaction.

Alsmadi and Al-Gasaymeh (2023) provide strong empirical evidence that AI chatbots significantly

enhance customer satisfaction when used for routine, transactional, and time-sensitive queries. Their

study highlights that features such as instantaneous response time, 24/7 availability, and answer

consistency contribute to a more efficient and satisfactory user experience—especially in online retail

environments. The authors emphasize that these advantages directly influence consumer trust and

purchase decisions, with chatbot service quality showing a strong positive correlation with both

satisfaction (r = 0.66) and purchase intention (r = 0.58). These findings validate the increasing role of

chatbots as reliable service providers capable of managing high-volume, low-emotion customer needs

with minimal human intervention.

The study also measured conversion rates following customer service interactions, revealing a notable

gap between the two modes: customers who engaged with human agents demonstrated a purchase

conversion rate of 52%, compared to 38% for those assisted by chatbots (Sawant & Patel, 2024). While

chatbots were praised for their 24/7 availability and task efficiency, the higher conversion success

attributed to human service was linked to greater perceived empathy, reassurance, and trust—factors

known to influence consumer decision-making in online environments. These results echo earlier

findings from trust and satisfaction frameworks, emphasizing that the human element still plays a

decisive role in final purchase behavior, particularly when customers are uncertain or require tailored

advice. The implication is clear: chatbot systems should be designed not as standalone replacements,

but as collaborative tools that complement human support to maximize both efficiency and customer

loyalty.

5.1.3 Lower Operational Costs

From a business perspective, AI chatbots offer substantial cost savings. Once deployed, chatbots

require minimal maintenance compared to the continuous costs associated with hiring, training, and
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managing human customer service staff. As Gnewuch et al. (2017) observe, a well-designed chatbot

can handle thousands of simultaneous interactions, effectively scaling customer service operations

without proportional increases in labor expenditure. Additionally, automation reduces the potential for

human error in standardized tasks, thereby increasing consistency and efficiency in service delivery.

These strengths suggest that AI chatbots are best suited for transactional, high-frequency, and

low-complexity tasks—areas where speed, scalability, and availability are more valuable than

emotional intelligence or contextual interpretation. In such contexts, chatbots not only meet but often

exceed consumer expectations, reinforcing their growing role in modern service ecosystems.

5.2 Limitations of AI Chatbots

Despite their efficiency and scalability, AI chatbots face significant limitations that can negatively

impact customer satisfaction and trust—particularly in scenarios that demand emotional sensitivity,

contextual reasoning, or high levels of interpersonal nuance. Two of the most frequently cited

weaknesses in the literature are their lack of empathy and difficulty in handling complex or emotionally

charged queries.

Recent research by Wahbi et al. (2024) applies the well-established SERVQUAL model to AI-enabled

customer service to evaluate how chatbot performance aligns with consumer expectations across five

service dimensions: tangibles, reliability, responsiveness, assurance, and empathy. The study revealed

that responsiveness—the ability to respond quickly and consistently—and reliability—delivering

dependable and accurate service—were the two most influential predictors of customer satisfaction in

chatbot interactions. In contrast, dimensions such as assurance (the ability to inspire trust) and empathy

(understanding and caring) scored significantly lower for AI systems. These results reinforce the

argument that while AI chatbots are valued for speed and consistency, they often fall short in

replicating the emotional depth and personal attention typically delivered by human agents.

Traditional instruments such as SERVQUAL and E-SERVQUAL, while widely used in service quality

research, have proven insufficient for capturing the unique capabilities of AI chatbots—such as

language intelligence, emotional recognition, and dialogic flexibility. Møller et al. (2024) argue that

these existing models are limited in their ability to measure human-like interaction quality and

satisfaction specifically tailored to AI-driven service contexts. To address this gap, the authors

developed a new multi-dimensional instrument based on an extensive review of 256 items from prior

literature, which they refined into eight essential constructs including Humanness, Dialogic

Communication, Information Quality, Perceived Privacy Risk, Perceived Usefulness, Human-AI

Collaboration, Satisfaction, and Continuance Intention. This model offers a comprehensive and

modern framework for evaluating user satisfaction with chatbots across various industries.

5.2.1 Lack of Empathy

Empathy is a cornerstone of effective human communication, especially in customer service contexts

involving frustration, confusion, or dissatisfaction. While some advanced AI systems integrate

sentiment analysis to detect emotional tone, these functionalities often fall short of replicating authentic
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human empathy (Chattaraman et al., 2019). Unlike human agents, chatbots cannot truly understand or

feel the emotions behind a customer’s words; instead, they simulate emotional responses based on

algorithmic pattern recognition.

This gap can lead to interactions that feel robotic, impersonal, or tone-deaf—particularly when a

customer is distressed or angry. According to Brandtzaeg and Følstad (2017), users are quick to detect

and negatively evaluate chatbot responses that lack warmth or emotional appropriateness. Even when

bots are programmed to respond empathetically (e.g., “I’m sorry to hear that”), the absence of genuine

understanding often diminishes the perceived sincerity of the interaction. This can result in reduced

customer satisfaction and may even escalate tensions if the user feels misunderstood or dismissed.

5.2.2 Handling Complex or Emotional Queries

Another major limitation of AI chatbots lies in their ability—or lack thereof—to navigate complexity.

Many customer issues are not easily categorized or resolved with a simple scripted response. They

often involve multiple steps, exceptions to policy, or emotionally laden situations that require real-time

judgment and improvisation. Studies have shown that in such cases, users prefer human agents who can

adapt flexibly, ask clarifying questions, and take initiative based on the unfolding context (Følstad et al.,

2021).

Gnewuch et al. (2017) highlight that chatbots frequently struggle when presented with ambiguous or

poorly phrased input, as they depend on structured data and predefined training. This results in generic

or irrelevant responses, which can frustrate users and erode trust. Moreover, when chatbots fail to

recognize that a query exceeds their capabilities—and do not escalate the case to a human agent—the

service experience can break down entirely.

These limitations underscore that while AI chatbots are well-suited to handling straightforward and

repetitive tasks, they are not yet a full substitute for human agents in service situations that involve

emotional regulation, contextual sensitivity, or complex problem-solving. For optimal performance and

customer satisfaction, many organizations now adopt hybrid service models—where chatbots manage

initial inquiries but defer to human agents for high-stakes interactions.

5.3 Strengths of Human Agents

While AI chatbots continue to expand their capabilities, human customer service agents remain

indispensable in contexts where emotional intelligence, contextual comprehension, and nuanced

communication are essential. Literature consistently highlights two primary strengths of human agents:

emotional and contextual understanding and their superior ability to resolve conflicts.

5.3.1 Emotional and Contextual Understanding

Human agents possess an innate ability to read between the lines—recognizing emotional cues,

interpreting ambiguous language, and adapting their communication style accordingly. This depth of

emotional intelligence enables them to respond with empathy, warmth, and reassurance, which are vital

in situations where customers are frustrated, disappointed, or uncertain. Unlike chatbots, whose
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empathetic responses are scripted or based on sentiment algorithms, humans can intuitively tailor their

words and tone to match the customer’s emotional state in real time (Chattaraman et al., 2019).

Contextual understanding is another crucial dimension in which human agents excel. They are able to

process not only the explicit content of a customer’s message but also infer intent based on situational

cues, prior interactions, or cultural norms. According to Følstad et al. (2021), this enables human

representatives to deliver highly personalized service, offer flexible solutions, and navigate exceptions

or uncommon requests—tasks that AI systems often struggle to handle effectively. Furthermore,

humans can draw on accumulated tacit knowledge and professional judgment to resolve issues that fall

outside the parameters of predefined decision trees or machine learning models.

5.3.2 Better at Conflict Resolution

Conflict resolution in customer service often requires more than just policy knowledge—it demands

active listening, negotiation, and the ability to de-escalate tense situations. Human agents are uniquely

capable of managing these dynamics by acknowledging the customer's frustration, validating their

concerns, and collaboratively exploring solutions. Gnewuch et al. (2017) argue that in emotionally

charged scenarios—such as billing disputes, service cancellations, or product malfunctions—customers

overwhelmingly prefer human support due to the reassurance and flexibility it offers.

In contrast, AI chatbots may unintentionally exacerbate conflicts by delivering rigid or generic

responses, failing to grasp the emotional gravity of the situation, or repeating misunderstood queries.

When customers feel ignored or misunderstood, tensions can escalate, leading to dissatisfaction and

potential loss of loyalty. Luo et al. (2019) note that in such cases, the human touch can transform a

negative experience into a positive one, even when the resolution is not entirely favorable to the

customer.

In essence, the human agent’s strengths lie not in speed or efficiency, but in empathy, adaptability, and

the ability to resolve issues through genuine human connection. These qualities remain critical to

sustaining consumer trust and satisfaction, particularly in service interactions that go beyond routine

problem-solving.

5.4 Consumer Preferences

Understanding when consumers prefer human agents over AI chatbots—and vice versa—is essential

for designing effective customer service strategies. Existing literature indicates that user preferences are

context-dependent, shaped by the nature of the service request, emotional involvement, and

demographic variables such as age, cultural background, and digital literacy.

5.4.1 When Do Customers Prefer Humans vs. Bots?

Consumer preference for either humans or bots largely hinges on the complexity and emotional

intensity of the interaction. For simple, transactional queries—such as checking delivery status,

resetting passwords, or confirming account balances—users often favor AI chatbots due to their speed,

accessibility, and low-effort resolution process (Følstad et al., 2021). In these cases, efficiency
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outweighs the need for emotional nuance, and chatbots are perceived as convenient tools for task

completion.

However, when service interactions involve complex problem-solving, ambiguity, or emotional distress,

customers consistently demonstrate a preference for human agents. Studies by Gnewuch et al. (2017)

and Brandtzaeg and Følstad (2017) reveal that in such cases, users expect empathy, reassurance, and

personalized responses—qualities that AI systems struggle to deliver authentically. Additionally,

consumers tend to become frustrated when chatbots fail to understand their query or cannot deviate

from scripted interactions. This often leads to a demand for “human escalation,” especially when the

issue is time-sensitive or emotionally significant.

Hybrid systems—where chatbots act as the first point of contact but escalate to human agents when

necessary—are increasingly favored for their ability to balance efficiency with emotional intelligence

(PwC, 2022). This approach allows businesses to manage costs and workload while maintaining service

quality in critical touchpoints.

5.4.2 Generational or Cultural Differences

Demographic factors also shape consumer preferences, with age and cultural orientation emerging as

significant predictors. Younger consumers, particularly Generation Z and Millennials, tend to be more

comfortable with AI-driven interfaces and are more likely to engage positively with chatbots

(Chattaraman et al., 2019). Their familiarity with digital platforms and preference for quick,

asynchronous communication makes them more accepting of automated service solutions. Moreover,

they often value self-service options and appreciate the anonymity that chatbots can offer in certain

interactions.

Conversely, older consumers often exhibit higher trust in human agents, especially when dealing with

unfamiliar technologies or emotionally sensitive topics. Research by Chattaraman et al. (2019)

indicates that older adults perceive human service as more reliable and feel more reassured when

interacting with a real person who can offer clarity, patience, and understanding.

Cultural context further influences these preferences. In high-context cultures—where communication

relies heavily on indirect cues, relationships, and emotional resonance—there tends to be a stronger

preference for human interaction. Meanwhile, in low-context cultures, which value directness and

efficiency, chatbots may be more readily accepted for straightforward queries (Følstad et al., 2021).

In summary, while consumers appreciate the speed and convenience of chatbots for routine tasks, they

continue to prefer human agents when emotional intelligence, trust-building, and contextual judgment

are required. Preferences also vary across age groups and cultural backgrounds, suggesting that a

one-size-fits-all approach to customer service may be insufficient in meeting the diverse expectations

of today’s consumers.

5.5 Impact on Purchase Decisions

Customer service plays a crucial role not only in shaping immediate consumer satisfaction but also in

influencing long-term purchase behavior and brand loyalty. Research across service marketing and
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consumer behavior consistently shows that satisfaction and trust—two outcomes strongly influenced by

service interactions—are key predictors of repeat purchases and future buying decisions.

5.5.1 Role of Satisfaction in Repeat Purchases

Customer satisfaction, defined as the positive emotional response resulting from the fulfillment of

service expectations, is a well-established driver of repeat purchases. When consumers have a

satisfying interaction—whether with a chatbot or a human agent—they are more likely to return to the

same company for future needs. According to the Expectation-Confirmation Theory (Oliver, 1980),

satisfaction occurs when the service experience either meets or exceeds the customer’s expectations. In

AI-mediated interactions, satisfaction is often tied to response speed, ease of navigation, and successful

problem resolution (Gnewuch et al., 2017). When chatbots are effective in delivering such experiences,

they can positively impact repurchase intentions, particularly for low-involvement or routine

transactions.

However, the emotional satisfaction derived from interacting with a human agent, especially in

complex or stressful situations, has a deeper influence on relational loyalty. Human interactions provide

opportunities for brand representatives to create meaningful connections, show empathy, and address

customer concerns with nuance. This emotional layer enhances customer memory of the interaction and

can lead to stronger brand attachment, which in turn influences future purchase behavior (Brandtzaeg

& Følstad, 2017).

Recent findings by Dennis et al. (2023) suggest that the social framing of AI agents significantly

influences user satisfaction. When AI chatbots are framed as collaborative team members rather than

mere tools, users tend to assign them greater agency and responsibility. In customer service scenarios,

this could mean that a successful resolution leads to greater satisfaction, as users view the chatbot as a

capable peer. Conversely, when the chatbot fails, customers may be less forgiving, attributing the

failure to the chatbot itself rather than the company or the system. This insight underscores the

importance of how companies present their AI interfaces—whether as tools, assistants, or

co-workers—as it can directly impact customer perception and post-interaction behavior.

Chattaraman et al. (2022) offer compelling evidence that AI-enabled customer service systems

significantly influence consumer satisfaction and purchase decisions, particularly when consumers are

aware they are interacting with AI and the task complexity is low. Their conceptual model (see Figure

X) demonstrates that the perceived capability of AI enhances trust, which in turn fosters a more

positive attitude toward AI interactions, ultimately increasing the likelihood of a purchase. This aligns

with findings from other studies suggesting that trust and human-like design elements are critical

mediators in successful AI-customer service encounters.

5.5.2 Trust in Service Influences Buying

Trust is another central determinant of consumer decision-making. It encompasses both the belief in the

service provider’s competence and the confidence that the provider will act in the customer’s best

interest. Luo et al. (2019) found that when customers are informed they are interacting with a chatbot,
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trust levels may initially decline—particularly if the system fails to handle the interaction well or lacks

transparency. This erosion of trust can significantly reduce the likelihood of a purchase, even if the

transaction is technically successful.

Conversely, when customers feel they are understood, treated fairly, and supported—traits more

commonly associated with human agents—they are more likely to complete a purchase and

recommend the service to others. Trust in service also reduces perceived risk, which is especially

important in high-involvement decisions such as financial services, travel bookings, or product returns.

As noted in studies by Chattaraman et al. (2019), even technologically proficient users may revert to

human agents when making emotionally or financially significant purchases, due to the higher level of

trust associated with person-to-person interactions.

The evolving discourse around AI chatbots increasingly emphasizes the importance of collaborative

AI-human models, rather than full automation. Rahman et al. (2023) argue that the most effective use

of generative AI lies not in replacing human labor but in augmenting it. Their proposed AI-human

collaboration model outlines a layered structure in which AI systems manage repetitive or

information-based tasks while humans oversee emotionally sensitive, creative, or judgment-dependent

scenarios. This aligns with earlier findings in customer service literature, which suggest that hybrid

systems produce higher satisfaction and trust levels by allowing seamless escalation from AI to human

support when necessary (Følstad et al., 2021; Luo et al., 2019). The inclusion of such models offers a

viable solution to the challenges posed by over-automation and underscores the need to design AI

services that respect user expectations for empathy, flexibility, and accountability.

In conclusion, while AI chatbots can support purchase behavior by improving speed, accessibility, and

convenience, the role of human agents remains critical in fostering emotional satisfaction and trust,

which are essential for repeat buying, customer retention, and long-term loyalty. Companies that

successfully balance these elements—by combining the strengths of automation with the human

touch—are better positioned to convert service quality into sustained consumer behavior.

6. Case Studies or Industry Examples

To illustrate the practical applications of AI chatbots and human customer service agents, it is useful to

examine how leading companies have implemented hybrid models—systems in which AI handles

initial or routine interactions, while human agents intervene for complex or high-emotion scenarios.

These cases provide evidence of how organizations strategically blend technology and human

intelligence to optimize customer experience and drive purchasing behavior.

6.1 Amazon

Amazon is a notable example of a company leveraging AI-driven customer service at scale while

maintaining human support for escalation. Its customer service infrastructure incorporates automated

virtual assistants capable of handling a wide array of tasks such as tracking shipments, processing

refunds, and modifying orders. However, when a customer query exceeds the capabilities of the
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chatbot—particularly in the case of disputed transactions or technical product issues—the system

promptly escalates the interaction to a human representative. This dual approach allows Amazon to

manage high service volumes efficiently while preserving trust and satisfaction in more sensitive cases

(Gartner, 2021).

6.2 H&M

Fashion retailer H&M employs a chatbot named Ada on its digital platforms to assist customers with

inquiries related to store locations, sizing guides, and order tracking. Ada serves as the first line of

contact, providing fast, automated answers to frequently asked questions. When a customer’s issue

requires more detailed attention—such as returns, payment disputes, or personalized fashion

advice—the chatbot seamlessly transfers the conversation to a human support agent. This strategy helps

reduce wait times for simple queries while ensuring high-quality support for more complex interactions

(PwC, 2022).

6.3 Sephora

Beauty brand Sephora has been a pioneer in integrating AI with customer service and marketing.

Through its Sephora Virtual Artist and chatbot services on Facebook Messenger, customers can receive

personalized makeup recommendations, schedule appointments, or learn about new products. The

chatbot uses machine learning and customer data to simulate a beauty advisor experience. However,

when users seek in-depth product consultations, feedback on allergic reactions, or assistance with

returns, they are directed to human consultants either via live chat or in-store. This multi-channel

hybrid model enhances the brand’s reputation for innovation while maintaining a high level of

customer intimacy and personalization (Brandtzaeg & Følstad, 2017).

Similar hybrid intelligence systems are also being explored in smart environments. For instance,

Boton-Fernandez et al. (2022) developed an IoT platform for smart buildings that integrates real-time

sensor data using an EPCglobal-based architecture. Though not focused on direct customer interaction,

this architecture highlights how scalable automation, contextual data collection, and real-time

responsiveness—principles also applicable to AI chatbots—can significantly improve service

outcomes.

These industry examples demonstrate the effectiveness of hybrid customer service models in balancing

automation with empathy, cost-efficiency with flexibility, and speed with trust. Rather than replacing

human agents, AI chatbots act as strategic complements—streamlining operational workflows and

enhancing the overall customer journey. For businesses operating in competitive and emotionally

nuanced markets, the hybrid approach offers a scalable and responsive solution that caters to diverse

consumer expectations.

6.4 Failures and Successes in Chatbot Implementations

While numerous companies have reported success in deploying AI chatbots, others have encountered

notable challenges and failures, often due to poor design, overreliance on automation, or misalignment
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with customer expectations. These contrasting cases highlight the critical importance of thoughtful

implementation and user-centered design in chatbot integration.

6.4.1 Failures: Over-Automation and Lack of Escalation

One of the most well-cited failures in chatbot implementation is Facebook’s M, an ambitious AI

assistant that was eventually shut down. Although initially envisioned as a fully autonomous virtual

assistant capable of performing a wide range of tasks—from making restaurant reservations to sending

gifts—Facebook M heavily relied on human intervention behind the scenes. The system failed to scale

effectively because the AI could not independently manage the level of contextual understanding and

complex reasoning required for many requests (Gartner, 2021). This case underscores the limitations of

overpromising AI capabilities without sufficient technological maturity.

Another example is the chatbot used by British Airways during a period of high customer complaints in

2020. The bot frequently misunderstood passenger concerns, delivered repetitive responses, and lacked

the functionality to escalate issues efficiently to human support. As a result, the company received

significant negative feedback on social media, with customers expressing frustration over being trapped

in "chatbot loops" (PwC, 2022). This illustrates the risk of implementing bots without robust fallback

mechanisms or sufficient natural language comprehension.

6.4.2 Successes: Smart Design and Context-Aware Integration

On the other hand, several companies have demonstrated how well-designed chatbot systems can

enhance both customer satisfaction and operational efficiency. Domino’s Pizza, for instance, introduced

its chatbot Dom, which enables customers to place orders through conversational interfaces on

platforms like Facebook Messenger, Alexa, and SMS. The success of Dom lies in its narrow but

effective scope—by focusing on a well-defined and repetitive task (pizza ordering), the chatbot reduces

friction, shortens order times, and supports customer convenience (Luo et al., 2019).

Another success story is Bank of America’s Erica, an AI-powered virtual financial assistant integrated

within the bank’s mobile app. Erica assists users in managing their finances by providing proactive

insights, reminders, and transaction summaries. Its design combines machine learning with contextual

personalization, offering users relevant support while allowing seamless escalation to human agents

when necessary. According to internal reports, Erica surpassed 1 billion interactions by 2022, with high

levels of customer satisfaction and engagement (Gnewuch et al., 2017).

These examples reveal that successful chatbot implementations are not defined solely by the

sophistication of the AI, but by how well the system is integrated into the broader service strategy. Key

success factors include:

 Clear boundaries of functionality

 Transparent communication of limitations

 Easy escalation paths to human agents

 Continuous learning from user feedback
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Ultimately, these cases affirm that while chatbots offer powerful tools for streamlining service, failure

to consider user expectations, context sensitivity, and escalation protocols can undermine their

effectiveness and damage brand reputation.

7. Challenges and Ethical Considerations

While AI chatbots offer significant potential in enhancing customer service efficiency, their widespread

adoption also introduces a range of ethical challenges and risks. These concerns not only affect

end-users but also impact businesses, developers, and broader society. Among the most pressing issues

are data privacy, algorithmic bias, and job displacement—each of which poses complex implications

for the responsible deployment of AI systems.

Despite their utility, Sawant and Patel (2024) found that chatbots are not universally preferred. Their

study indicates that customers still show a strong inclination toward human support in complex or

emotionally nuanced situations, such as resolving complaints or discussing sensitive topics. The

researchers suggest that this limitation is not just technical but perceptual—users are less willing to rely

on chatbots when the stakes feel personal or when empathy is needed. As such, companies are advised

to develop hybrid systems, where chatbots act as the first line of interaction but escalate to human

agents when emotional complexity is detected. This layered approach mirrors the real-world

expectations of consumers, who seek both efficiency and understanding in service experiences.

As AI continues evolving toward intuitive and empathetic intelligence, new challenges emerge

regarding its ethical deployment in customer service contexts. Rosete et al. (2024) warn that while AI

can emulate emotional labor—such as responding empathetically or providing reassurance—it still

lacks genuine emotional awareness, which could lead to misinterpretations or superficial empathy.

Moreover, the expansion of AI into these higher domains of intelligence raises labor displacement

concerns, particularly in roles historically valued for human touch, such as emotional support or

conflict resolution. The authors emphasize the need for ethical safeguards and regulatory oversight to

prevent AI misuse, including issues related to bias, transparency, and responsible automation. They

argue that the future of customer service should involve carefully balanced HRC models, where

humans and machines co-create value without diminishing the integrity of emotional labor.

7.1 Data Privacy

One of the primary concerns surrounding AI chatbot deployment is the collection, storage, and use of

personal data. Chatbots often require access to sensitive customer information—such as names,

purchase history, location data, and financial credentials—in order to provide personalized and accurate

responses. However, without robust data governance policies, this data can be vulnerable to misuse,

unauthorized access, or cyberattacks (Følstad et al., 2021).

Many consumers remain skeptical about how their data is handled, especially when chatbot interactions

occur outside of secure enterprise platforms (e.g., on social media or third-party apps). The lack of

transparency regarding data processing and storage can erode trust, particularly in regions with strong
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data protection norms, such as the EU under the General Data Protection Regulation (GDPR).

Businesses using chatbots must therefore prioritize transparency, obtain informed consent, and

implement strict encryption and access control measures to address privacy concerns and ensure

regulatory compliance.

7.2 Bias in AI Responses

AI chatbots trained on historical or unfiltered data are susceptible to algorithmic bias, which can

manifest in discriminatory, inaccurate, or inappropriate responses. Biases can arise from both the

training data (reflecting societal inequalities) and the design of the AI system itself. For example, if a

chatbot’s dataset overrepresents a particular demographic or linguistic style, it may perform poorly with

diverse user groups or produce culturally insensitive replies (Brandtzaeg & Følstad, 2017).

Such issues are particularly problematic in customer service, where fairness, clarity, and

professionalism are paramount. Biased responses can harm customer relationships and, in more severe

cases, expose companies to reputational and legal risks. To mitigate this, developers must implement

fairness audits, diversify training datasets, and continuously monitor chatbot performance to detect and

correct unintended behaviors.

7.3 Job Displacement Concerns

The rise of automation in customer service has also raised concerns about the potential displacement of

human workers. As companies increasingly deploy chatbots to manage frontline interactions, there is

growing fear that human customer service roles—especially in call centers and support desks—will be

reduced or rendered obsolete (Gartner, 2021). While some argue that automation can liberate workers

from repetitive tasks and allow them to focus on higher-value functions, others warn of a net loss of

employment opportunities, particularly for low-skilled workers.

As AI continues to play a greater role in customer service, several ethical concerns have emerged.

Among these, data privacy, algorithmic bias, and job displacement are among the most pressing.

AI-powered chatbots often process sensitive user information, raising concerns about how data is

stored, accessed, and used. Moreover, machine learning models trained on biased datasets may

perpetuate or even amplify existing social inequalities, resulting in discriminatory responses. Finally,

the increased reliance on automation poses significant risks to human employment, particularly for

frontline service workers. These challenges necessitate not only technological safeguards but also

ethical governance frameworks to ensure AI is used responsibly. Table below summarizes these

concerns and potential mitigation strategies.

Table 3. Summary of Ethical Concerns

Ethical Concern Risk Example Mitigation Strategy



www.scholink.org/ojs/index.php/ibes International Business & Economics Studies Vol. 7, No. 3, 2025

Published by SCHOLINK INC.
59

Data Privacy
Unauthorized access to personal

customer data

Encrypted data storage, clear

consent protocols, compliance

audits

Algorithmic Bias
Discriminatory replies based on

race/gender

Diverse training data, regular

bias testing, ethical AI design

Job Displacement
Replacing human agents with

chatbots

Workforce reskilling, hybrid

human-AI collaboration

models (HRC)

Transparency
Users unaware they are interacting

with AI

Disclosure policies,

explainable AI design

Accountability
Difficulty assigning blame when AI

errors occur

Shared liability frameworks,

human oversight in escalations

The ethical challenge, therefore, lies in balancing technological efficiency with social responsibility.

Companies should consider adopting reskilling programs, reassigning displaced employees to roles

involving emotional intelligence and strategic decision-making, and ensuring that AI serves to augment

rather than replace human talent. This not only fosters goodwill but also strengthens long-term

organizational resilience.

8. Recommendations

As organizations increasingly adopt AI technologies in customer service, it is essential to implement

these tools in ways that enhance—not diminish—consumer satisfaction and trust. Based on the

comparative analysis of AI chatbots and human agents, the following recommendations outline best

practices for integration and strategies to improve consumer experience in service environments.

One of the key contributions of the Møller et al. (2024) study is the emphasis on hedonic and emotional

dimensions of chatbot interactions, such as enjoyment, perceived innovation, and social presence.

These elements have been traditionally underrepresented in prior chatbot evaluation tools. The study

also highlights that Human-AI Collaboration and Privacy Risk are significant predictors of satisfaction

and future use, particularly in internal applications like employee-facing AI chatbots. These insights

support the implementation of hybrid customer service models, where AI systems manage predictable,

low-emotion tasks, while humans handle emotionally complex scenarios. Moreover, their validated

40-item scale, tested in a Nordic automotive company, provides a reliable foundation for future studies

aiming to benchmark or optimize chatbot performance across different sectors.
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8.1 Best Practices for Integrating AI and Human Service

8.1.1 Implement Hybrid Service Models

The evidence strongly supports the use of hybrid models, in which AI chatbots handle routine or

transactional inquiries while human agents manage complex, emotionally sensitive, or escalated cases.

This approach allows organizations to capitalize on the efficiency of automation without sacrificing the

emotional intelligence and contextual understanding provided by human interaction (Følstad et al.,

2021). Clear escalation paths should be embedded into chatbot systems to avoid user frustration and

ensure seamless transitions.

8.1.2 Define Scope and Limitations Clearly

AI chatbots should be designed with narrow, clearly defined tasks that match their technical capabilities.

Overextending chatbot functions to cover ambiguous or unstructured problems often leads to failure

and user dissatisfaction (Gnewuch et al., 2017). Transparent communication about what the chatbot can

and cannot do helps set realistic expectations and maintain consumer trust.

8.1.3 Ensure Human Oversight and Feedback Loops

To maintain service quality, AI systems must be continuously monitored and refined based on

real-world user feedback. Human oversight is critical not only for identifying errors but also for

updating content, improving response relevance, and preventing bias. Integrating human-in-the-loop

design allows for dynamic improvement and better adaptability in changing service environments

(Chattaraman et al., 2019).

8.1.4 Protect Customer Data and Ensure Compliance

Data privacy must be treated as a core design principle. Businesses should ensure compliance with data

protection regulations such as GDPR and actively communicate their privacy policies to consumers.

Features like end-to-end encryption, limited data retention, and explicit consent mechanisms should be

embedded into chatbot architecture to enhance transparency and build user confidence.

8.2 Suggestions for Businesses to Improve Consumer Satisfaction

8.2.1 Match Service Channel to Customer Preferences

Businesses should consider segmenting their audience by demographic or behavioral characteristics to

offer tailored service channels. For example, digital-native consumers may2 prefer chatbot-first

interactions, while older or emotionally sensitive customers may value direct access to human support.

Adaptive routing strategies that align service mode with customer profile can significantly enhance

satisfaction.

8.2.2 Enhance Emotional Responsiveness in AI Design

Although AI chatbots cannot truly empathize, improvements in natural language generation and

sentiment analysis can make responses more emotionally intelligent. Using warm, polite, and

context-aware language increases the perceived friendliness and professionalism of chatbot interactions

(Brandtzaeg & Følstad, 2017). However, businesses must avoid "overhumanizing" bots in ways that

create unrealistic expectations.
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8.2.3 Invest in Staff Training and Role Reconfiguration

Rather than viewing AI as a replacement for human staff, companies should invest in reskilling

customer service teams to take on more complex, emotionally intelligent roles. Agents should be

trained to work alongside AI systems, using insights from chatbot interactions to deliver enhanced

support during escalated cases.

8.2.4 Regularly Audit AI Performance and Bias

Bias in AI responses can erode customer trust and lead to reputational damage. Businesses should

conduct routine audits to detect discriminatory language patterns, performance disparities across

demographic groups, and failure points in chatbot logic. Remediation protocols should be in place to

adjust the system and retrain models as needed.

9. Conclusion

This article has explored the comparative impacts of AI chatbots and human customer service agents on

consumer satisfaction and purchase decisions. Drawing from a wide range of literature, case studies,

and theoretical models, the analysis reveals that while AI chatbots excel in efficiency, availability, and

cost-effectiveness, they are still limited in areas that require emotional intelligence, contextual

reasoning, and adaptive communication. Human agents, in contrast, continue to deliver superior

performance in complex and emotionally sensitive scenarios, largely due to their ability to empathize,

personalize, and resolve conflicts with nuance.

Key insights from the literature underscore that consumer preferences are not static, but shaped by the

nature of the service encounter, emotional investment, and demographic variables such as age and

culture. Satisfaction and trust—two central determinants of purchase behavior—are influenced

differently depending on whether the service is delivered by a chatbot or a human. Hybrid service

models, which integrate the strengths of both, appear to offer the most effective solution for businesses

seeking to optimize both operational efficiency and customer experience.

Looking ahead, the future of AI in customer service is poised for further transformation. Emotional

AI—which aims to recognize and respond to human emotions more accurately—promises to reduce the

empathy gap in chatbot interactions. Voice-based virtual assistants are also gaining traction, offering

more natural and intuitive communication channels compared to text-based systems. Moreover,

advances in machine learning and contextual memory will likely enhance chatbots’ ability to manage

more complex and personalized dialogues.

However, the success of these innovations will depend not only on technological progress but also on

ethical implementation, user trust, and strategic integration with human support systems. Businesses

must resist the temptation to fully automate at the expense of human connection. Instead, they should

aim for a balanced approach, where technology enhances service efficiency and scale, while human

agents provide the emotional depth and contextual sensitivity that machines have yet to replicate.
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In conclusion, the path forward lies not in choosing between chatbots and humans, but in designing

systems that combine the speed of machines with the empathy of people. By doing so, organizations

can ensure they meet evolving consumer expectations while preserving the human touch that lies at the

heart of meaningful customer relationships.
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