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Abstract 

This paper explores the use of M.A.K. Halliday’s Systemic Functional Grammar (SFG) in sentiment 

analysis within Natural Language Processing (NLP). Unlike traditional sentiment analysis, which 

mainly relies on statistical and machine learning approaches, this research aims to connect linguistic 

theory with computational methods by utilizing SFG to enhance the depth and clarity of sentiment 

analysis. SFG’s focus on ideational, interpersonal, and textual metafunctions provides a strong 

framework for understanding how sentiment is expressed in text. By thoroughly examining these 

metafunctions, the paper shows that SFG can effectively recognize subtle sentiment nuances often 

missed by conventional techniques. It employs both qualitative and quantitative methods to analyze 

sentiment data, highlighting SFG’s potential to improve the accuracy and interpretability of sentiment 

analysis. The findings emphasize the advantages of integrating linguistic theory into NLP and suggest 

directions for future research in this interdisciplinary area. 
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1. Introduction 

Sentiment analysis, often referred to as opinion mining, is a subfield of Natural Language Processing 

(NLP) that involves the computational study of opinions, sentiments, and emotions expressed in text 

(Pang & Lee, 2008). It has gained significant attention in both academia and industry due to its wide 

range of applications, from market analysis and customer service to social media monitoring and 

political forecasting. Sentiment analysis aims to determine the sentiment polarity (positive, negative, or 
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neutral) of a given text, identify the sentiment’s target, and understand the intensity and nuances of the 

expressed emotions. 

Traditional approaches to sentiment analysis have primarily relied on machine learning techniques, 

particularly supervised learning, where models are trained on labeled datasets to predict sentiment. 

These methods often utilize features such as bag-of-words, n-grams, and sentiment lexicons, and more 

recently, deep learning models like Convolutional Neural Networks (CNNs) and Recurrent Neural 

Networks (RNNs), including Long Short-Term Memory (LSTM) networks and transformers. 

Despite their success, these approaches face several challenges. They often require large amounts of 

labeled data, which can be expensive and time-consuming to obtain. Additionally, they may struggle 

with the subtlety and complexity of human language, particularly in recognizing context-dependent 

sentiment and handling figurative language such as irony and sarcasm. As a result, there is a growing 

interest in integrating linguistic theories with computational methods to enhance the depth and 

accuracy of sentiment analysis. 

Systemic Functional Grammar (SFG), developed by Michael Alexander Kirkwood Halliday, is a theory 

of language centered on the idea that language is a social semiotic system. It views language as a 

resource for making meaning and focuses on how language functions in different social contexts 

(Bednarek & Caple, 2012). SFG is distinguished by its emphasis on the functional aspects of language 

and its use of a stratified model that includes semantics, lexicogrammar, and phonology. 

One of the key concepts in SFG is the notion of metafunctions, which Halliday identifies as the 

ideational, interpersonal, and textual functions of language. The ideational metafunction relates to the 

representation of experience and the logical relationships within it. The interpersonal metafunction 

concerns the interaction between the speaker and the listener, encompassing elements such as mood, 

modality, and appraisal. The textual metafunction deals with the organization of information within a 

text, ensuring coherence and cohesion. 

SFG’s comprehensive approach to analyzing language makes it a valuable framework for exploring 

how sentiment is constructed and conveyed. By examining the interplay between the different 

metafunctions, SFG can provide insights into the complex ways in which sentiment is expressed in 

language, going beyond the surface level to uncover deeper meanings. 

Integrating SFG into sentiment analysis presents an opportunity to address some of the limitations of 

current computational approaches. While machine learning models excel at processing large volumes 

of data and identifying patterns, they often lack the ability to explain why certain patterns occur. This is 

where SFG’s linguistic insights can be particularly valuable. 

By applying SFG to sentiment analysis, researchers can gain a better understanding of the linguistic 

structures and functions that underlie sentiment expressions. For example, SFG can help identify how 

different grammatical choices influence the sentiment of a text, how interpersonal elements such as 

mood and modality contribute to the expression of attitude, and how textual features like theme and 
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cohesion affect the overall sentiment conveyed. 

Furthermore, SFG’s emphasis on context (Balahur, Turchi, & Garcia-Serrano, 2013) is crucial for 

sentiment analysis, as sentiment is often highly context-dependent. Understanding the social and 

situational context in which a text is produced can provide important clues about the sentiment being 

expressed. This contextual awareness can improve the accuracy of sentiment analysis, particularly in 

cases where sentiment is implicit or where the same words can convey different sentiments depending 

on the context. 

This paper aims to explore the application of Systemic Functional Grammar to sentiment analysis, 

highlighting the potential benefits and challenges of this interdisciplinary approach. The main 

objectives of the paper are as follows: 

(1) to provide a comprehensive overview of SFG and its key concepts, particularly the 

ideational, interpersonal, and textual metafunctions; 

(2) to examine how SFG can be applied to sentiment analysis, illustrating its potential to 

enhance the depth and accuracy of sentiment analysis;  

(3) To discuss the implications of integrating linguistic theory with computational methods for 

the broader field of NLP. 

The scope of the paper includes a review of relevant literature, a detailed explanation of the SFG 

framework, a discussion of methodological approaches, and an analysis of case studies. The paper will 

also consider the advantages and limitations of using SFG in sentiment analysis and suggest ways to 

overcome potential challenges. 

By bridging the gap between linguistic theory and computational techniques, this paper aims to 

contribute to the ongoing development of more sophisticated and interpretable sentiment analysis 

methods. The integration of SFG into sentiment analysis not only enhances our understanding of how 

sentiment is expressed in language but also opens up new possibilities for advancing the field of NLP 

as a whole. 

 

2. Theoretical Framework 

2.1 Systemic Functional Grammar 

Systemic Functional Grammar (SFG), developed by M.A.K. Halliday, is a theory of language that 

emphasizes the functional aspects of linguistic structures. Unlike traditional grammars that focus on 

syntax and rules, SFG explores how language functions in social contexts to convey meaning (Balahur, 

Turchi, & Garcia-Serrano, 2013). Halliday’s framework posits that language is a resource for making 

meaning and is organized around three main metafunctions: ideational, interpersonal, and textual. 

These metafunctions reflect the different ways in which language is used to represent experiences, 

enact social relationships, and organize discourse. 
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The ideational metafunction relates to the expression of content and experience. It encompasses the 

ways in which language represents the external world and internal thoughts. This metafunction is 

further divided into two subfunctions: the experiential and the logical. The experiential subfunction 

deals with the representation of events, entities, and circumstances, while the logical subfunction 

focuses on the relationships between these elements. In the context of sentiment analysis, the ideational 

metafunction is crucial for identifying the components of sentiment expressions. For example, it helps 

in recognizing the participants (entities involved), processes (actions or states), and circumstances 

(contextual details) that contribute to the sentiment conveyed in a text. By analyzing these elements, 

researchers can gain insights into the content and structure of sentiment expressions, providing a deeper 

understanding of how sentiments are constructed and articulated. 

The interpersonal metafunction concerns the interaction between the speaker and the listener. It 

encompasses elements such as mood, modality, and appraisal, which are used to express attitudes, 

judgments, and interpersonal relationships. Mood refers to the grammatical structures that indicate the 

type of speech act (e.g., declarative, interrogative, imperative), while modality deals with the speaker’s 

degree of certainty or obligation regarding the proposition. Appraisal involves the evaluation of entities, 

actions, and events (Halliday, 1994), and is closely related to sentiment. In sentiment analysis, the 

interpersonal metafunction plays a key role in identifying the speaker’s attitude and the relational 

dynamics between the speaker and the listener. For instance, the use of modal verbs (e.g., “must”, 

“might”, “should”) can indicate the speaker’s level of commitment or uncertainty, while evaluative 

language (e.g., “good”, “bad”, “excellent”) reveals the speaker’s judgment. By examining these 

interpersonal features, researchers can uncover the attitudinal aspects of sentiment expressions and 

better understand the emotional and evaluative dimensions of language. 

The textual metafunction deals with the organization of information within a text. It focuses on how 

language is structured to create coherent and cohesive discourse. Key components of the textual 

metafunction include theme (the point of departure of the message), rheme (the remainder of the 

message), and cohesion (the linguistic devices that link sentences and clauses). For sentiment analysis, 

the textual metafunction is essential for understanding the flow and structure of sentiment expressions. 

Thematic choices can influence the emphasis and focus of the sentiment conveyed, while cohesive 

devices (e.g., conjunctions, reference, substitution) contribute to the overall coherence of the sentiment. 

By analyzing these textual features, researchers can gain insights into how sentiments are organized 

and connected within a text, enhancing the interpretability of sentiment analysis. 

2.2 Relevance of SFG to Sentiment Analysis 

The application of SFG to sentiment analysis offers several advantages. First, SFG provides a 

comprehensive framework for analyzing the linguistic structures and functions that underpin sentiment 

expressions. By examining the ideational, interpersonal, and textual metafunctions, researchers can 

gain a holistic understanding of how sentiments are constructed, conveyed, and interpreted in language. 
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Second, SFG’s emphasis on context is particularly valuable for sentiment analysis. Sentiment is often 

highly context-dependent, and understanding the social and situational context in which a text is 

produced can provide important clues about the sentiment being expressed. SFG’s focus on the 

functional aspects of language allows researchers to consider the broader context in which sentiment 

expressions occur, improving the accuracy and depth of sentiment analysis. Third, SFG can enhance 

the interpretability of sentiment analysis results. While traditional machine learning models can identify 

patterns in sentiment data, they often lack the ability to explain why certain patterns occur. SFG’s 

linguistic insights can provide explanations for these patterns, making the results more understandable 

and actionable for researchers and practitioners. 

Several studies have explored the integration of linguistic theory with sentiment analysis. For example, 

Bednarek applied Appraisal Theory, a framework related to SFG, to analyze the evaluative language 

used in media texts (Halliday & Matthiessen, 2014). This study demonstrated how linguistic theory can 

provide a detailed understanding of the attitudinal aspects of sentiment expressions. Another notable 

study by Pang and Lee reviewed various sentiment analysis methods and highlighted the importance of 

linguistic features in improving sentiment classification (Pang & Lee, 2008). They emphasized that 

incorporating linguistic insights, such as syntactic structures and semantic roles, can enhance the 

performance of sentiment analysis models. More recently, Balahur et al. proposed a sentiment analysis 

approach that combines linguistic rules with machine learning techniques (Martin & White, 2005). 

Their method leverages linguistic patterns to identify sentiment-bearing phrases and improves the 

accuracy of sentiment classification. This study underscores the potential of integrating linguistic 

theory with computational methods to achieve more sophisticated sentiment analysis. 

Systemic Functional Grammar provides a valuable framework for exploring the linguistic structures 

and functions that underpin sentiment expressions. By examining the ideational, interpersonal, and 

textual metafunctions, researchers can gain a comprehensive understanding of how sentiments are 

constructed, conveyed, and interpreted in language. This has shed lights upon discourse analysis and 

invoked interests on textual sentiment vaguely (Gee, 2014). The application of SFG to sentiment 

analysis offers several advantages, including enhanced interpretability, context-awareness, and a 

holistic perspective on sentiment expressions. Previous studies have demonstrated the potential of 

integrating linguistic theory with sentiment analysis, highlighting the benefits of this interdisciplinary 

approach. 

 

3. Proceedings 

The first step in applying Systemic Functional Grammar (SFG) to sentiment analysis is to select 

appropriate data sources. For this study, we focus on a diverse range of texts to ensure a comprehensive 

analysis of sentiment expressions. The data sources include: platforms like Weibo and Weibo are rich 

sources of sentiment-laden texts. Social media posts often reflect spontaneous, real-time reactions and 
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opinions, making them valuable for sentiment analysis. Websites such as Jingdong, Taobao, and 

Dangdang provide customer reviews that contain detailed opinions and evaluations. These reviews are 

useful for analyzing sentiment related to products, services, and experiences. News articles and 

editorials from reputable sources offer more formal and structured sentiment expressions. Analyzing 

sentiment in news texts can provide insights into the language used in professional and journalistic 

contexts. Sentiment analysis of literary texts, such as novels and poems, allows for the examination of 

more nuanced and sophisticated sentiment expressions. These texts can help explore the artistic and 

rhetorical aspects of sentiment. 

The selection criteria for the texts include relevance, diversity and quality. The texts should contain 

clear expressions of sentiment, including opinions, evaluations, and emotions. The texts should cover a 

range of topics, genres, and writing styles to ensure a comprehensive analysis. The texts should be of 

high quality, with minimal spelling and grammatical errors, to facilitate accurate linguistic analysis. 

To analyze sentiment using SFG, we employ a combination of computational tools and linguistic 

techniques. The primary tools and techniques used in this study include software such as AntConc and 

WordSmith Tools are used to compile and analyze large corpora of texts. These tools allow for the 

extraction of linguistic patterns and the identification of sentiment-bearing phrases. Python libraries 

such as NLTK (Natural Language Toolkit), spaCy, and TextBlob are used for preprocessing and basic 

sentiment analysis tasks. These libraries provide functions for tokenization, part-of-speech tagging, and 

sentiment scoring. Tools like UAM CorpusTool and GATE (General Architecture for Text Engineering) 

are used to annotate texts according to SFG principles. These tools facilitate the manual and 

semi-automatic annotation of metafunctions and other linguistic features. Supervised learning models, 

including Support Vector Machines (SVMs) and neural networks, are employed to classify sentiment 

based on linguistic features extracted from the texts. These models are trained on annotated datasets to 

improve their accuracy and performance. Software such as R and Python’s pandas library are used for 

statistical analysis of the annotated data. These tools help in identifying correlations, patterns, and 

trends in the sentiment data. 

The application of SFG to sentiment analysis involves several key steps, including the annotation of 

texts, the identification of linguistic features, and the analysis of sentiment expressions. The following 

sections outline these steps in detail. 

The annotation process involves tagging texts with linguistic features based on SFG principles. This 

process is crucial for identifying the metafunctions and other linguistic elements that contribute to 

sentiment expressions. The texts are segmented into clauses, sentences, and larger discourse units. This 

segmentation helps in organizing the text for detailed analysis. Each segment is annotated for ideational, 

interpersonal, and textual metafunctions. The ideational metafunction involves tagging participants, 

processes, and circumstances. The interpersonal metafunction includes mood, modality, and appraisal 

annotations. The textual metafunction involves theme, rheme, and cohesion tags. Linguistic features 
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such as part-of-speech tags, syntactic structures, and lexical choices are extracted from the annotated 

texts. These features provide the basis for further analysis and modeling. The annotated texts are 

reviewed and validated by multiple annotators to ensure accuracy and consistency. Discrepancies are 

resolved through discussion and consensus. 

To illustrate the application of SFG in sentiment analysis, we present example cases from different data 

sources. The following examples demonstrate how SFG can be used to analyze sentiment expressions 

in various contexts: 

Example 1: Social Media Post 

Text: “I just tried the new coffee shop downtown, and it was amazing! The ambiance is perfect, and the 

staff is super friendly”. 

Ideational Metafunction: Participants (coffee shop, ambiance, staff), processes (tried, was, is), 

circumstances (downtown) 

Interpersonal Metafunction: Mood (declarative), modality (high certainty), appraisal (amazing, perfect, 

super friendly) 

Textual Metafunction: Theme (I just tried the new coffee shop downtown), rheme (it was amazing, the 

ambiance is perfect, the staff is super friendly) 

Example 2: Customer Review 

Text: “The hotel’s location is convenient, but the rooms are quite small and not very clean. I wouldn’t 

recommend staying here”. 

Ideational Metafunction: Participants (hotel, location, rooms), processes (is, are, recommend), 

circumstances (convenient, small, clean) 

Interpersonal Metafunction: Mood (declarative), modality (low certainty), appraisal (convenient, small, 

not very clean) 

Textual Metafunction: Theme (The hotel’s location is convenient), rheme (the rooms are quite small 

and not very clean, I wouldn’t recommend staying here) 

Example 3: News Article 

Text: “The government has announced a new policy aimed at reducing carbon emissions. While the 

policy has been praised by environmentalists, some industry leaders have expressed concerns about its 

economic impact”. 

Ideational Metafunction: Participants (government, policy, environmentalists, industry leaders), 

processes (announced, aimed at, reducing, praised, expressed), circumstances (new, carbon emissions, 

economic impact) 

Interpersonal Metafunction: Mood (declarative), modality (high certainty), appraisal (praised, 

concerns) 

Textual Metafunction: Theme (The government has announced a new policy), rheme (aimed at 

reducing carbon emissions, while the policy has been praised by environmentalists, some industry 
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leaders have expressed concerns about its economic impact) 

The annotated texts are analyzed using both qualitative and quantitative methods. The qualitative 

analysis involves a detailed examination of individual texts to identify patterns and insights related to 

sentiment expressions. The quantitative analysis involves statistical analysis of the annotated data to 

identify trends and correlations. 

The qualitative analysis focuses on identifying and interpreting the linguistic features that contribute to 

sentiment expressions. The annotated texts are closely read to identify recurring patterns and themes 

related to sentiment. This involves examining the use of participants, processes, circumstances, mood, 

modality, appraisal, theme, rheme, and cohesion. Common linguistic patterns that contribute to 

sentiment expressions are identified. For example, the use of certain adjectives, adverbs, and modal 

verbs can indicate the speaker’s attitude and emotional state. The context in which the sentiment is 

expressed is analyzed to understand its impact on the sentiment. This includes considering the social, 

situational, and cultural context of the text. The findings are interpreted to provide insights into how 

sentiments are constructed and conveyed in language. This involves explaining the significance of the 

identified patterns and their implications for sentiment analysis. 

The quantitative analysis involves statistical analysis of the annotated data to identify trends, 

correlations, and significant features. Linguistic features such as part-of-speech tags, syntactic 

structures, and lexical choices are extracted from the annotated texts. These features provide the basis 

for statistical analysis. Statistical tests such as chi-square tests, t-tests, and correlation analyses are 

conducted to identify significant relationships between linguistic features and sentiment. These tests 

help in quantifying the impact of different features on sentiment expressions. Machine learning models 

are trained on the annotated data to classify sentiment based on the extracted features. These models are 

evaluated using metrics such as accuracy, precision, recall, and F1-score to assess their performance. 

The results of the statistical analysis are visualized using charts, graphs, and tables. This helps in 

identifying patterns and trends in the data and presenting the findings in a clear and understandable 

manner. 

The methodology for applying Systemic Functional Grammar (SFG) to sentiment analysis involves 

several key steps, including the selection of data sources, the use of computational tools and linguistic 

techniques, the annotation of texts, and the qualitative and quantitative analysis of sentiment 

expressions. By integrating SFG with sentiment analysis, this study aims to provide a comprehensive 

and context-aware approach to understanding how sentiments are constructed and conveyed in 

language. The following chapters will present the results of the analysis and discuss the implications of 

the findings for sentiment analysis and Natural Language Processing (NLP). 
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4. Analysis 

The analysis chapter presents a comprehensive examination of the sentiment data through the lens of 

Systemic Functional Grammar (SFG). This chapter outlines the qualitative and quantitative analysis of 

the data, comparing the findings with traditional sentiment analysis methods. By examining the 

ideational, interpersonal, and textual metafunctions, this chapter aims to demonstrate how SFG can 

enhance the understanding and accuracy of sentiment analysis. 

The qualitative analysis involves a detailed examination of individual texts to identify patterns and 

insights related to sentiment expressions. This section presents the findings from the qualitative 

analysis, highlighting key linguistic features that contribute to sentiment. 

The ideational metafunction focuses on the representation of experience and logical relationships 

within the text. By analyzing participants, processes, and circumstances, we can identify how sentiment 

is constructed through the content of the text. 

Example 1: Social Media Post 

Text: “I just tried the new coffee shop downtown, and it was amazing! The ambiance is perfect, and the 

staff is super friendly”. 

Participants: The main participants in this text are “I”, “the new coffee shop”, “the ambiance”, and “the 

staff”. These participants are central to the sentiment expressed, as they represent the entities involved 

in the speaker’s experience. 

Processes: The processes in this text include “tried”, “was”, “is”, and “is super friendly”. These verbs 

describe actions and states that contribute to the overall positive sentiment. 

Circumstances: The circumstances provide additional context, such as “downtown”, which specifies the 

location of the coffee shop. 

The ideational analysis reveals that the positive sentiment is constructed through the participants’ roles, 

the processes they are involved in, and the contextual circumstances. The positive adjectives “amazing”, 

“perfect”, and “super friendly” further enhance the sentiment. 

Example 2: Customer Review 

Text: “The hotel’s location is convenient, but the rooms are quite small and not very clean. I wouldn’t 

recommend staying here”. 

Participants: The participants in this text include “the hotel’s location”, “the rooms”, and “I”. 

Processes: The processes include “is”, “are”, and “recommend”. These verbs describe the states and 

actions related to the sentiment expressed. 

Circumstances: The circumstances, such as “convenient”, “small”, and “not very clean”, provide 

specific details about the participants. 

The ideational analysis highlights the contrast between the positive sentiment associated with the 

hotel’s location and the negative sentiment regarding the rooms. The use of the adversative conjunction 

“but” further emphasizes this contrast. 



www.scholink.org/ojs/index.php/sll               Studies in Linguistics and Literature                Vol. 8, No. 3, 2024 

 

274 
Published by SCHOLINK INC. 

The interpersonal metafunction concerns the interaction between the speaker and the listener, focusing 

on mood, modality, and appraisal. 

Example 3: Social Media Post 

Mood: The mood of the text is declarative, indicating a statement of fact or opinion. 

Modality: The text lacks explicit modality, suggesting a high level of certainty in the speaker’s 

evaluation. 

Appraisal: The positive appraisal terms “amazing”, “perfect”, and “super friendly” reflect the speaker’s 

strong positive attitude. 

The interpersonal analysis reveals that the text is a straightforward expression of positive sentiment, 

with a high degree of certainty and positive evaluation. 

Example 4: Customer Review 

Mood: The mood is declarative, indicating a statement of opinion. 

Modality: The use of “wouldn’t” introduces a modal element, indicating a lack of recommendation and 

a degree of certainty in the negative evaluation. 

Appraisal: The appraisal terms “convenient”, “quite small”, and “not very clean” reflect mixed 

evaluations, with a predominantly negative sentiment. 

The interpersonal analysis shows that the text expresses a mix of sentiments, with a clear negative 

recommendation. 

The textual metafunction deals with the organization of information within the text, focusing on theme, 

rheme, and cohesion. 

Example 5: Social Media Post 

Theme: The theme is “I just tried the new coffee shop downtown”, setting the stage for the evaluation. 

Rheme: The rheme provides the evaluation, “and it was amazing! The ambiance is perfect, and the staff 

is super friendly”. 

Cohesion: The use of conjunctions and repetition of positive adjectives creates cohesion within the text. 

The textual analysis reveals that the theme introduces the experience, while the rheme provides the 

detailed positive evaluation. 

Example 6: Customer Review 

Theme: The theme is “The hotel’s location is convenient”, introducing the positive aspect. 

Rheme: The rheme provides the negative evaluation, “but the rooms are quite small and not very clean. 

I wouldn’t recommend staying here”. 

Cohesion: The use of the adversative conjunction “but” and the modal verb “wouldn’t” creates 

cohesion and emphasizes the contrast in evaluation. 

The textual analysis shows that the theme introduces the positive aspect, while the rheme highlights the 

negative aspects and the overall negative recommendation. 
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The quantitative analysis involves statistical analysis of the annotated data to identify trends, 

correlations, and significant features. This section presents the findings from the quantitative analysis, 

highlighting key patterns and trends in the sentiment data. 

The linguistic features extracted from the annotated texts include part-of-speech tags, syntactic 

structures, lexical choices, and metafunction tags. These features provide the basis for statistical 

analysis. Frequency analysis of positive and negative appraisal terms reveals the most commonly used 

terms in the dataset. For example, the most frequent positive terms include “amazing”, “excellent”, and 

“friendly”, while the most frequent negative terms include “bad”, “poor”, and “dirty”. Correlation 

analysis identifies significant relationships between linguistic features and sentiment. For example, the 

use of modal verbs such as “wouldn’t” and “should” correlates with negative sentiment, while the use 

of intensifiers such as “very” and “extremely” correlates with strong positive or negative sentiment. 

The distribution of sentiment across different data sources and genres is analyzed to identify patterns. 

For example, social media posts tend to have more extreme positive and negative sentiments compared 

to news articles, which often have more balanced and neutral sentiments. 

Machine learning models are trained on the annotated data to classify sentiment based on the extracted 

features. The performance of these models is evaluated using metrics such as accuracy, precision, recall, 

and F1-score. Different machine learning models, including Support Vector Machines (SVMs), neural 

networks, and decision trees, are compared to identify the best-performing model for sentiment 

classification. The results show that neural networks and SVMs achieve higher accuracy and F1-scores 

compared to decision trees. 

The importance of different linguistic features for sentiment classification is analyzed using feature 

importance scores. The results indicate that appraisal terms, modal verbs, and syntactic structures are 

among the most important features for predicting sentiment. 

The results of the statistical analysis are visualized using charts, graphs, and tables to provide a clear 

and understandable presentation of the findings. A sentiment distribution chart shows the proportion of 

positive, negative, and neutral sentiments across different data sources. The chart reveals that social 

media posts have a higher proportion of extreme sentiments compared to other sources. A correlation 

heatmap visualizes the relationships between different linguistic features and sentiment. The heatmap 

highlights significant correlations, such as the strong positive correlation between intensifiers and 

sentiment strength. A bar chart of feature importance scores shows the relative importance of different 

linguistic features for sentiment classification. The chart indicates that appraisal terms and modal verbs 

are among the most important features. 

The findings from the SFG-based analysis are compared with traditional sentiment analysis methods to 

highlight the advantages and limitations of each approach. 

The SFG-based approach demonstrates higher accuracy and interpretability compared to traditional 

methods. The integration of linguistic insights enhances the understanding of sentiment expressions and 



www.scholink.org/ojs/index.php/sll               Studies in Linguistics and Literature                Vol. 8, No. 3, 2024 

 

276 
Published by SCHOLINK INC. 

provides explanations for the results. The SFG-based approach is more context-aware, as it considers 

the broader social and situational context in which sentiments are expressed. This context-awareness 

improves the accuracy of sentiment analysis, particularly in cases where sentiment is implicit or 

context-dependent. 

The qualitative and quantitative analysis of the sentiment data using Systemic Functional Grammar 

(SFG) provides a comprehensive understanding of how sentiments are constructed, conveyed, and 

interpreted in language. The SFG-based approach demonstrates higher accuracy, interpretability, and 

context-awareness compared to traditional sentiment analysis methods. However, the approach also has 

limitations and challenges, such as the time-consuming annotation process and the need for linguistic 

expertise. The following chapter presents detailed case studies to further illustrate the practical 

application of SFG in sentiment analysis. 

 

5. Case Studies 

Detailed case studies can be sampled here to demonstrate the practical application of Systemic 

Functional Grammar (SFG) in sentiment analysis. These case studies provide insights into how SFG 

can be used to analyze sentiment expressions in different contexts, highlighting the advantages and 

challenges of this approach. The case studies cover a range of data sources, including social media 

posts, customer reviews, and news articles. 

5.1 Case Study 1: Social Media Sentiment Analysis 

The first case study focuses on analyzing sentiment in social media posts. The data consists of a sample 

of tweets collected from Weibo, covering a range of topics and sentiment expressions. The tweets are 

annotated for ideational, interpersonal, and textual metafunctions using the SFG framework. 

The analysis of social media posts reveals several key insights into sentiment expressions. 

The ideational metafunction analysis shows that social media posts often use a mix of participants, 

processes, and circumstances to construct sentiment. For example, tweets about personal experiences 

often include first-person participants (“I”, “we”), action processes (“tried”, “loved”), and specific 

circumstances (“today”, “at the park”). Positive sentiment is frequently constructed through the use of 

positive appraisal terms and intensifiers. The interpersonal metafunction analysis highlights the use of 

mood, modality, and appraisal in social media posts. Tweets often use declarative mood to express 

opinions and evaluations. Modality is less common but appears in tweets expressing uncertainty or 

hypothetical scenarios. Appraisal terms are a key feature, with positive tweets using terms like 

“amazing”, “awesome”, and “great”, while negative tweets use terms like “terrible”, “horrible”, and 

“bad”. The textual metafunction analysis reveals that social media posts often use simple thematic 

structures, with the theme typically being the topic or main point of the tweet. Cohesion is achieved 

through the use of conjunctions, repetition, and hashtags. Hashtags, in particular, serve as cohesive 

devices that link tweets to broader conversations and trends. 



www.scholink.org/ojs/index.php/sll               Studies in Linguistics and Literature                Vol. 8, No. 3, 2024 

 

277 
Published by SCHOLINK INC. 

The SFG-based analysis of social media posts demonstrates higher accuracy and interpretability 

compared to traditional sentiment analysis methods. The SFG approach provides a more nuanced 

understanding of sentiment expressions by considering the broader context and linguistic features. 

However, the manual annotation process is time-consuming and may not be scalable for large datasets. 

5.2 Case Study 2: Customer Review Sentiment Analysis 

The second case study focuses on analyzing sentiment in customer reviews. The data consists of a 

sample of reviews collected from a popular online review platform, covering a range of products and 

services. The reviews are annotated for ideational, interpersonal, and textual metafunctions using the 

SFG framework. 

The analysis of customer reviews reveals several key insights into sentiment expressions. 

The ideational metafunction analysis shows that customer reviews often use detailed descriptions of 

participants, processes, and circumstances to construct sentiment. Positive reviews frequently describe 

positive experiences with specific products or services, using positive appraisal terms and detailed 

circumstances. Negative reviews often highlight issues and problems, with a focus on negative 

appraisal terms and specific complaints. The interpersonal metafunction analysis highlights the use of 

mood, modality, and appraisal in customer reviews. Reviews often use declarative mood to express 

opinions and evaluations. Modality is used to express recommendations or warnings, with phrases like 

“would recommend” or “wouldn’t recommend”. Appraisal terms are a key feature, with positive 

reviews using terms like “excellent”, “fantastic”, and “wonderful”, while negative reviews use terms 

like “disappointing”, “poor”, and “bad”. The textual metafunction analysis reveals that customer 

reviews often use thematic structures that highlight key points, with the theme typically being the main 

evaluation or recommendation. Cohesion is achieved through the use of conjunctions, repetition, and 

elaboration. Reviews often use elaborative structures to provide detailed explanations and justifications 

for the sentiment expressed. 

The SFG-based analysis of customer reviews demonstrates higher accuracy and interpretability 

compared to traditional sentiment analysis methods. The SFG approach provides a more detailed 

understanding of sentiment expressions by considering the broader context and linguistic features. 

However, the manual annotation process is time-consuming and may not be scalable for large datasets. 

5.3 Case Study 3: News Article Sentiment Analysis 

The third case study focuses on analyzing sentiment in news articles. The data consists of a sample of 

articles collected from various news websites, covering a range of topics and sentiment expressions. 

The articles are annotated for ideational, interpersonal, and textual metafunctions using the SFG 

framework. 

The analysis of news articles reveals several key insights into sentiment expressions. 

The ideational metafunction analysis shows that news articles often use a mix of participants, processes, 

and circumstances to construct sentiment. Articles about events or issues frequently include detailed 
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descriptions of participants (e.g., “government”, “citizens”), processes (e.g., “announced”, “criticized”), 

and circumstances (e.g., “yesterday”, “in the city”). Sentiment is often constructed through the use of 

appraisal terms and evaluative language. The interpersonal metafunction analysis highlights the use of 

mood, modality, and appraisal in news articles. Articles often use declarative mood to report events and 

express opinions. Modality is used to express likelihood or necessity, with phrases like “may result” or 

“must address”. Appraisal terms are used to convey evaluations, with positive articles using terms like 

“successful”, “promising”, and “positive”, while negative articles use terms like “controversial”, 

“problematic”, and “negative”. The textual metafunction analysis reveals that news articles often use 

complex thematic structures, with the theme typically being the main event or issue. Cohesion is 

achieved through the use of conjunctions, repetition, and referential expressions. Articles often use 

cohesive devices to link different parts of the text and create a coherent narrative. 

The SFG-based analysis of news articles demonstrates higher accuracy and interpretability compared to 

traditional sentiment analysis methods. The SFG approach provides a more nuanced understanding of 

sentiment expressions by considering the broader context and linguistic features. However, the manual 

annotation process is time-consuming and may not be scalable for large datasets. 

The case studies presented in this chapter demonstrate the practical application of Systemic Functional 

Grammar (SFG) in sentiment analysis. The SFG-based approach provides a more detailed and 

context-aware analysis of sentiment expressions compared to traditional methods. However, the manual 

annotation process is time-consuming and may not be scalable for large datasets. The following chapter 

presents the conclusions and implications of the study, highlighting the contributions of SFG to 

sentiment analysis and discussing potential future directions for research. 

 

6. Discussion 

By adopting SFG’s systemic approach to language analysis, sentiment analysis can achieve deeper 

insights into how linguistic structures encode and convey emotions and attitudes. SFG’s 

metafunctions—ideational, interpersonal, and textual—provide a comprehensive framework for 

understanding the context in which sentiments arise, enhancing the accuracy and interpretability of 

sentiment analysis results. This approach enables analysts to go beyond simple polarity classification to 

capture nuances such as intensity, sentiment trajectories, and contextual dependencies. Furthermore, the 

application of SFG in sentiment analysis facilitates a more nuanced understanding of cultural and social 

contexts embedded in language use. For example, analyzing sentiment in political discourse requires 

not only identifying positive or negative sentiments but also understanding the rhetorical strategies and 

power dynamics inherent in political communication. 

SFG’s systemic approach considers the holistic context in which sentiments are expressed, leading to 

more accurate sentiment classification and interpretation. By analyzing ideational, interpersonal, and 

textual metafunctions, SFG accounts for contextual nuances that influence sentiment expression, such 
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as sarcasm, ambiguity, and cultural variations. SFG provides a solid theoretical foundation for 

sentiment analysis, integrating linguistic theory with computational methods to uncover deeper insights 

into the structure and meaning of sentiment-bearing language. Integrating SFG encourages 

collaboration between linguists, computer scientists, and social scientists, fostering interdisciplinary 

research that enriches both linguistic theory and NLP applications. 

While SFG offers substantial benefits, several limitations and areas for improvement exist. SFG-based 

annotation requires a deep understanding of linguistic theory and metafunctions, which may pose 

challenges for annotators without linguistic expertise. Scaling SFG-based sentiment analysis to large 

datasets and real-time applications remains a challenge due to the intensive computational and human 

resources required for detailed linguistic analysis. The applicability of SFG may vary across languages 

and cultural contexts, necessitating adaptation and validation of SFG frameworks for diverse linguistic 

communities. Future research should focus on integrating SFG principles with machine learning 

models to automate and streamline the sentiment analysis process while maintaining linguistic 

accuracy. 

Comparative analysis with other linguistic theories used in sentiment analysis, such as Discourse 

Analysis, Pragmatics, and Cognitive Linguistics, reveals distinctive strengths and complementary 

aspects. SFG distinguishes itself by its systemic approach, emphasizing the functional roles of language 

elements in expressing sentiments and contextualizing emotional content within broader discursive and 

social frameworks. 

The integration of Systemic Functional Grammar (SFG) with sentiment analysis represents a paradigm 

shift in Natural Language Processing (NLP), offering novel approaches to understanding and 

interpreting sentiment expressions. This chapter explores innovative applications where SFG enriches 

traditional sentiment analysis methodologies, emphasizing creativity and advancements in linguistic 

theory. 

SFG’s focus on ideational, interpersonal, and textual metafunctions provides a robust framework for 

enhancing contextual understanding in sentiment analysis. Traditional methods often struggle with 

interpreting sentiments within complex contexts, such as ambiguous statements or nuanced emotions. 

By leveraging SFG, researchers can delve deeper into how linguistic choices reflect underlying 

sentiments and contextual factors. 

Social media platforms present unique challenges for sentiment analysis due to their informal language, 

slang, and context-specific expressions. SFG offers a nuanced approach to analyzing sentiment by 

considering not only the words used but also the roles of participants, actions, and circumstances in 

constructing meaning. This approach allows for a more precise interpretation of sentiments expressed 

in tweets, posts, and comments. 

Political discourse on Weibo often involves polarized sentiments and complex interactions between 

politicians, media outlets, and the public. Traditional sentiment analysis may categorize tweets as 
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positive or negative without capturing the subtleties of political rhetoric. Applying SFG, researchers can 

identify how different linguistic choices (e.g., modality, appraisal) shape public perceptions and 

sentiment dynamics over time. 

SFG’s flexibility allows for customized applications in domain-specific contexts, where sentiment 

analysis must consider specialized terminologies, cultural nuances, and discourse conventions. By 

tailoring SFG frameworks to specific domains, researchers can enhance the accuracy and relevance of 

sentiment analysis outputs. 

Analyzing sentiments in healthcare discourse requires sensitivity to both technical terminology and 

Consumer experiences. SFG can facilitate sentiment analysis by mapping out how medical 

professionals (participants), procedures (processes), and Consumer conditions (circumstances) 

influence sentiment expressions. This approach ensures that sentiment analysis in healthcare remains 

contextually accurate and clinically relevant. 

Consumer reviews of goods or services often contain mixed sentiments influenced by price, manners, 

and overall consuming experience. Applying SFG, researchers can identify patterns in sentiment 

expressions that reflect consumer satisfaction, concerns, or recommendations for improvement. This 

nuanced analysis informs healthcare providers about areas needing attention based on consumer 

feedback. 

Advancements in annotation and analysis techniques are pivotal for leveraging SFG in sentiment 

analysis effectively. Innovations such as semi-automated annotation tools, machine learning models 

trained on SFG principles, and cross-modal sentiment fusion techniques enhance the accuracy, 

scalability, and efficiency of sentiment analysis processes. 

Developing semi-automated tools that integrate SFG principles with machine learning algorithms 

accelerates the annotation process while maintaining linguistic accuracy. These tools assist analysts in 

identifying metafunctional elements (ideational, interpersonal, textual) within texts, facilitating faster 

and more consistent sentiment annotations across large datasets. 

The SFG-Annotator tool incorporates SFG metafunctions into an intuitive interface, allowing analysts 

to highlight and annotate textual elements that contribute to sentiment. Machine learning algorithms 

then learn from these annotations to automate sentiment classification based on SFG-derived features. 

This hybrid approach combines human expertise with computational efficiency, ensuring robust 

sentiment analysis outcomes. 

Applying SFG principles across different languages and cultural contexts enhances the universality and 

applicability of sentiment analysis techniques. Comparative studies that analyze how linguistic 

variations influence sentiment expressions contribute to a more comprehensive understanding of 

human communication and emotion across diverse communities. Establishing a global initiative that 

promotes cross-linguistic research in SFG-based sentiment analysis fosters collaboration among 

linguists, NLP researchers, and cultural experts worldwide. This initiative aims to develop standardized 
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methodologies and tools for conducting sentiment analysis in multiple languages, thereby enriching 

cross-cultural communication and understanding. 

The integration of Systemic Functional Grammar (SFG) with sentiment analysis represents a 

transformative approach to understanding linguistic expressions of sentiment. By emphasizing 

creativity and innovation, this chapter has explored various applications where SFG enriches sentiment 

analysis methodologies, from contextual understanding and multimodal analysis to domain-specific 

applications and ethical considerations. As NLP continues to evolve, SFG provides a robust framework 

for advancing sentiment analysis capabilities and uncovering deeper insights into human emotions and 

communication. 

 

7. Conclusions 

This study has explored the integration of Systemic Functional Grammar (SFG) into sentiment analysis, 

highlighting its theoretical foundations, methodological applications, and implications for NLP. Key 

findings include the effectiveness of SFG in enhancing sentiment analysis accuracy, its contextual 

sensitivity, and its theoretical contributions to understanding linguistic expressions of sentiment. 

The integration of SFG provides a systematic framework for analyzing sentiment that goes beyond 

traditional lexical-based approaches. By focusing on ideational, interpersonal, and textual 

metafunctions, SFG enhances the granularity and contextuality of sentiment analysis, enriching our 

understanding of how language constructs and conveys emotions. 

SFG’s application in sentiment analysis contributes to advancing linguistic theory by demonstrating 

how systemic relations within language structure influence sentiment expressions. The theoretical 

insights derived from SFG-based analysis deepen our understanding of linguistic phenomena and their 

implications for human communication. 

Practically, SFG-based sentiment analysis offers several advantages, including enhanced accuracy, 

context sensitivity, and interpretative depth. By integrating SFG principles into computational models 

and annotation tools, researchers can develop more sophisticated sentiment analysis systems capable of 

handling diverse linguistic contexts and multimodal data. 

Compared to traditional methods, SFG-based sentiment analysis improves accuracy by considering 

holistic language structures rather than isolated sentiment words. This approach reduces ambiguity and 

enhances the reliability of sentiment predictions, making it suitable for applications in customer 

feedback analysis, social media monitoring, and market research. 

The theoretical contributions of integrating SFG with sentiment analysis lie in its systemic analysis of 

language structure and function, offering a nuanced perspective on how sentiments are linguistically 

encoded and interpreted. Practically, SFG enriches sentiment analysis methodologies by providing a 

structured framework for annotating sentiment data and deriving meaningful insights from linguistic 

patterns. 
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Future research should explore several avenues for advancing SFG-based sentiment analysis: 

Investigating how SFG frameworks apply across different languages and cultures to ensure robustness 

and generalizability; developing semi-automated tools that integrate SFG principles with machine 

learning for efficient sentiment annotation and analysis; Exploring integration with visual, auditory, and 

gestural modalities to capture holistic sentiment expressions across diverse communication channels. 

Addressing privacy concerns, bias mitigation, and ethical guidelines in SFG-based sentiment analysis 

research and applications. 

In conclusion, the integration of Systemic Functional Grammar (SFG) with sentiment analysis bridges 

theoretical insights from linguistics with practical applications in Natural Language Processing (NLP). 

By adopting SFG’s systemic approach, researchers can uncover deeper insights into how language 

constructs and conveys emotions, paving the way for advancements in sentiment analysis 

methodologies and their applications in diverse domains. 
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